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Abstract

Proteins and other biomolecules form dynamic macromolecular machines that carry out
essential biological processes responsible for life. However, studying the mechanisms of
these biomolecular complexes at relevant atomic-scale resolutions is an extraordinarily
challenging task in structural biology. This thesis presents new algorithms that address
the computational bottlenecks at the frontier of structure determination of dynamic
biomolecular complexes via cryo-electron microscopy (cryo-EM).

In single particle cryo-EM, the central problem is to reconstruct the 3D structure
of a target biomolecular complex from a set of noisy and randomly oriented 2D
projection images, a challenging inverse problem especially when instances of the
imaged biomolecular complex exhibit structural heterogeneity.

The main contribution of this thesis is a machine learning system, cryoDRGN,
for reconstructing continuous distributions of biomolecular structures from cryo-EM
images. Underpinning the cryoDRGN method is a deep generative model parameter-
ized by a new neural representation of cryo-EM volumes and a learning algorithm
to optimize this representation from unlabeled 2D cryo-EM images. Released as
an open source software tool, cryoDRGN has been applied on real datasets to un-
cover heterogeneity in high resolution datasets, discover new conformations of large
macromolecular machines and visualize continuous trajectories of their motion. This
thesis also describes an extension, cryoDRGN2, for learning this model from unposed
images, i.e. ab initio reconstruction. Finally, this thesis presents emerging directions
in analyzing the learned manifold of cryo-EM structures and in incorporating atomic
model priors into cryo-EM reconstruction.
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Title: Simons Professor of Mathematics

Thesis Supervisor: Joseph H. Davis
Title: Whitehead Assistant Professor of Biology
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assembly [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3-9 The latent encoding aligns with cluster assignments from a successive

round of multiclass refinement in cryoSPARC on the subset of images

from class D and E. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3-10 The ground truth atomic model and the heterogeneity introduced for

synthetic datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3-11 Reconstruction results for the linear 1D dataset by cryoDRGN and by

discrete multiclass reconstruction in cryoSPARC. Top: Reconstructed

structures from cryoDRGN sampled along the latent space (at depicted

points) matches the ground truth variation. The predicted latent

encoding correlates with the ground truth latent degree of freedom.

Middle: CryoDRGN results with tilt series Bottom: Reconstructed

volumes and the distribution of images over clusters from discrete

multiclass reconstruction in cryoSPARC. Volumes are visualized at high

and low isosurface, showing artifacts in the cryoSPARC structures. . . 105

3-12 Reconstruction results for the circular 1D dataset by cryoDRGN and by

discrete multiclass reconstruction in cryoSPARC. Top: Reconstructed

structures from cryoDRGN sampled along the latent space (at depicted

points) matches the ground truth variation. The distribution of images

in the latent space matches the circular topology of the true data mani-

fold. Middle: CryoDRGN results with tilt series Bottom: Reconstructed

volumes and the distribution of images over clusters from discrete mul-

ticlass reconstruction in cryoSPARC. Volumes are visualized at high

and low isosurface, showing artifacts in the cryoSPARC structures. . . 106
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3-13 Reconstruction results for the linear 2D dataset by cryoDRGN and by

discrete multiclass reconstruction in cryoSPARC. Top: Reconstructed

structures from cryoDRGN sampled along the latent space (at depicted

points) roughly matches the ground truth variation, however the distri-

bution of images in the latent space does not recapitulate the true data

manifold well. Middle: CryoDRGN results with tilt series reconstructs

the true structural variation and the distribution of images in the la-

tent space matches the topology of the true data manifold. Bottom:

Reconstructed volumes and the distribution of images over clusters

from discrete multiclass reconstruction in cryoSPARC. CryoSPARC

volumes are visualized at high and low isosurface, showing artifacts at

low isosurface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

3-14 Reconstruction results for the dataset containing 10 discrete structures

by cryoDRGN and by discrete multiclass reconstruction in cryoSPARC.

Top: The majority of reconstructed structures from cryoDRGN sampled

along the latent space (at depicted points) matches the ground truth

structures, however some are incorrect (red boxes), and the learned data

manifold is not well separated into clusters. Middle: CryoDRGN results

with tilt series reconstructs the 10 structures and clusters the images

in the latent space accordingly. Bottom: Reconstructed volumes from

discrete multiclass reconstruction in cryoSPARC and the distribution of

images over clusters. CryoSPARC learns 8 out of 10 structures correctly.108
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4-1 A, The cryoDRGN model consists of two neural networks structured

in an image-encoder–volume-decoder architecture with a continuous

latent variable representation of heterogeneity. During training, each

particle image is encoded into the low-dimensional latent space and

then reconstructed as its corresponding model slice based on the Fourier

slice theorem. Image and volume data are depicted in real space for

visual clarity. B, Once a cryoDRGN model is trained, the full dataset of

particle images is encoded into the latent space, which is visualized here

as a contour map with darker regions corresponding to higher particle

density (center). The decoder, which represents an ensemble of 3D

density maps, can directly generate density maps from arbitrary values

of the latent variable (right). The particle stack may also be filtered

using the latent space representation for validation of specific structures

with traditional tools or to remove impurities from the dataset (left).

Example images are from EMPIAR-10180 [32] . . . . . . . . . . . . . 115
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4-2 A, Density maps of the RAG1–RAG2 complex (EMPIAR-10049) [37]

and of the eukaryotic Pf80S ribosome (EMPIAR-10028) [45] recon-

structed by cryoDRGN’s decoder neural network (left) and a traditional,

voxel-based reconstruction in cryoSPARC (right). The cryoDRGN vol-

umes were generated from decoder networks with three hidden layers

and 1,024 nodes per hidden layer (denoted as 1, 024 × 3) trained for

25 epochs. b, FSC curves between density maps produced by the

cryoDRGN decoder with varying architectures and the traditional re-

construction in a. c,d, Evolution of the FSC curve in b and the training

curve over multiple epochs of cryoDRGN model training. e, Training

speed in min per 105 images for cryoDRGN decoder networks of dif-

ferent architectures on different image sizes (𝐷, in pixels) on a single

Nvidia V100 graphics processing unit (GPU). The number of trainable

parameters is specified for decoder networks trained on 𝐷 = 256 im-

ages. f, Representative regions (insertion domain (ID), RNase H-like

domain (RNH)) of the RAG1–RAG2 density map from cryoDRGN in

a superimposed with the published atomic model (Protein Data Bank

(PDB) 3JBX). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
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4-3 A, Ground-truth density maps simulating continuous heterogeneity

generated by sampling conformations along a 1D conformational transi-

tion from the leftmost to the rightmost structure (left). Particles along

this conformation transition were sampled uniformly (top) or from a

mixture of Gaussian distributions of varying widths (middle, bottom)

to simulate various degrees of cooperative transitions between three

states. B, Compositional heterogeneity simulated by mixing particles

of the 30S, 50S and 70S bacterial ribosomal complexes. C, Density

maps reconstructed by cryoDRGN trained on the uniformly sampled

dataset in A. Six structures were sampled from the specified values of

the latent variable (top). “Per-image FSC” curves are shown, where for

100 images equally spaced along the reaction coordinate, we computed

the FSC between a map generated by cryoDRGN at the predicted

latent encoding for each image and the ground-truth density map for

that image (bottom). See Methods (Section 4.4) for description

of the “per-image FSC” approach. D, Density maps reconstructed by

cryoDRGN from the compositional dataset in B and their FSCs to the

corresponding ground-truth density map. E–H, Predicted latent space

encoding for each particle image of different simulated datasets versus

the ground-truth reaction coordinate describing the motion (E–G) or

the ground-truth class assignment (H). All cryoDRGN reconstructions

use a 1D latent variable model. . . . . . . . . . . . . . . . . . . . . . 119
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4-4 A, Published density maps of the 369-kDa RAG1–RAG2 complex.

The signal-end complex (left) shows the C2 symmetric core, and the

paired complex (right) resolves additional asymmetric 12- and 23-RSS

DNA elements and the RAG1 NBD that extend below the core. B,

Representative density maps of the RAG signal-end complex (EMPIAR-

10049) [37] reconstructed by cryoDRGN. Density maps resolve variable

conformations of the 12- and 23-RSS DNA elements and the NBD,

which are missing from the homogeneous refinement. The docked

atomic model (PDB 3JBW) of the RAG paired complex includes an

asymmetric conformation of the RSS and NBD elements that extend

from the core RAG complex. C, Latent space representation of particle

images from the EMPIAR-10049 dataset [37], visualized using PCA

with explained variance (EV) noted. Structures from b are marked

with the corresponding color. D, Density map of the 4.2-MDa Pf80S

ribosome (EMPIAR-10028) [45] in an unrotated (blue) and rotated

(purple) state reconstructed by cryoDRGN. Arrows indicate rotation of

the 40S subunit relative to the 60S subunit (top) and motion of the L1

stalk (bottom). Circles indicate differential occupancy of the C-terminal

helix of eL8 and an rRNA helix between the two states. E, Latent space

representation of particle images from the EMPIAR-10028 dataset [45],

visualized using PCA with explained variance noted. Structures from

D are marked with the corresponding color. A cluster of particles

separated along PC1 of D that corresponds to the rotated state of the

Pf80S ribosome is noted. Additional density maps from these datasets

are shown in Supplementary Data Fig. 4-9. . . . . . . . . . . . . 122
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4-5 A,B, Latent space representation of particle images of the assembling LSU

(EMPIAR-10076) [11] as a normalized histogram or UMAP embeddings after

training a cryoDRGN 1D or 10D latent variable model, respectively. C,D,

Latent space representation of particles colored by major LSU assembly state

assigned from the 3D classification in Davis et al. [11]. Impurities in the

dataset were assigned and subsequently filtered based on a cutoff of 𝑧 = −1

in the 1D case (dotted line) and cluster assignment from a five-component

Gaussian mixture model (GMM) in the 10D case. The dashed line in D

indicates a rough outline of cluster assignment, shown in Supplementary

Fig. 4-11. E, Density maps of the four major assembly states of the LSU

reconstructed by cryoDRGN after training on the filtered dataset. Dashed

lines indicate outlines of the fully mature 50S ribosome, with the central

protuberance (CP) noted. F,G, Latent space representation of the filtered

dataset, colored by major and minor assembly states assigned from the

3D classification in Davis et al. [11]. Points denote cluster centers for

the corresponding assembly state. Major assembly state labels correspond

to the structures from E. Inset shows a magnified view of the state C

cluster and a population of particles originally misclassified into state E.

H,I, CryoDRGN reconstruction of additional density maps, showing the 70S

ribosome, an impurity during purification and LSU minor states C4 and E5.

The newly identified C4 state resembles major state C in maturation but

contains rRNA helix 68, previously present only in mature assembly states

E4 and E5. J, Hyperparameters and runtime of the initial pilot experiments

for particle filtering (A–D) and the final cryoDRGN model (E–I) trained

on the assembling LSU dataset. Additional density maps are shown in

Supplementary Fig. 4-12. . . . . . . . . . . . . . . . . . . . . . . . . 125
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4-6 A, UMAP visualization of the latent space representation of parti-

cle images of the pre-catalytic spliceosome (EMPIAR-10180) [32] after

training a 10D latent variable model with cryoDRGN. B, Representative

structures generated at points shown in a that depict the expected struc-

tures of the pre-catalytic spliceosome (i,ii), structures likely corrupted

by imaging artifacts (iii), the complex lacking the SF3b subcomplex

(iv) and the complex with the U2 core (v). Density maps are shown at

identical isosurface levels except for (v), which required a lower value

to highlight the U2 core. C, PCA projection of latent space encodings

after training a 10D latent variable model on the dataset filtered for the

selected region in a. D, Structures generated by traversing along PC1

of the latent space representation at the points shown in C. Additional

density maps are shown in Supplementary Fig. 4-17. . . . . . . . 127

4-7 Per-image FSC curves between ground-truth maps and density maps

from cryoDRGN trained on simulated heterogeneous datasets. For each

dataset, we compute 100 “per-image FSC” curves between generated

and ground-truth density maps (Section 4.4.7). Images are sampled at

equally spaced percentiles along the reaction coordinate for the Uni-

form, Cooperative, and Noncontiguous datasets. For the Compositional

dataset, the per-image FSC for 20, 30, and 50 randomly sampled images

of the 30S, 50S, and 70S ribosome, respectively, are shown. No mask is

used in computing the FSC. . . . . . . . . . . . . . . . . . . . . . . . 144

4-8 RAG complex density maps reconstructed by cryoDRGN and by het-

erogeneous refinement in cryoSPARC [33]. A) Front (top) and back

(bottom) view of the six cryoDRGN density maps of the RAG com-

plex from Figure 4-4B. B) Density maps from 3D classification in

cryoSPARC using the cryoDRGN density maps in (A) as initial models.

Gold-standard FSC resolution and number of particles used in recon-

struction are noted. C) Two side views of the density maps from 3D

classification in (B), focusing on the RSS and NBD. . . . . . . . . . . 145
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4-9 Structural heterogeneity in the small subunit of the Pf80S ribosome.

A) UMAP visualization of latent space encodings of EMPIAR-10028

particles with 50 sampled points shown in black. Sampled points are

ordered according to distances in latent space (Section 4.4.9). Visual

inspection of the 50 volumes generated at the depicted points reveals 3

volumes with the 40S in a rotated state (purple) and 6 volumes with

portions of the 40S head region missing (pink). B) Density map of the

80S ribosome with the missing head group reconstructed by cryoDRGN

(pink) compared with the density maps from Figure 4-4C showing the

canonical (blue) and 40S-rotated (purple) forms of the 80S ribosome.

The density maps are generated from points 32, 4, and 1 in panel A

from left to right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

4-10 Validation of Pf80S rotated state with cryoSPARC. A) PCA and UMAP

visualization of the cryoDRGN latent space representation of Pf80S

particle images with 4,889 particles separated along PC1, selected with

k-means clustering, colored in purple (Section 4.4.9). B) Density map

from cryoSPARC homogeneous refinement (purple) using the 4,889

particles selected in (A). The density map is also shown superimposed

with the cryoDRGN unrotated state (blue) and annotated as in Figure

4-4C. C) Gold standard FSC (GSFSC) curve between independent

half-maps of the cryoSPARC refinement of the Pf80S rotated state and

map-to-map FSC between the cryoDRGN and cryoSPARC density map

of the Pf80S rotated state. Dotted lines indicate 0.5 and 0.143 cutoffs. 147
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4-11 Filtering of particles from the assembling ribosome dataset. A) UMAP

visualization of the 10-D latent encodings from cryoDRGN as in Figure

4-5B, colored by cluster after fitting a 5-component Gaussian mixture

model. The cluster that was removed from subsequent analysis is colored

orange. B) UMAP visualization of (A), colored by the magnitude of

the latent encodings, ‖𝑧‖. C) Nine randomly sampled particle images

from EMPIAR-10076 with ‖𝑧‖ > 10 as predicted from cryoDRGN

training in (A,B). Each image is 419.2 Åalong each side. D) Table

summarizing dataset filtering. E,F) 2D classification and ab initio

reconstruction of the 34,868 removed particles. G,H) 2D classification

and ab initio reconstruction of the 97,031 kept particles. . . . . . . . 148

4-12 Minor LSU assembly states reconstructed by cryoDRGN. A) Density

maps of the LSU minor assembly states reconstructed by cryoDRGN.

Each cryoDRGN structure is generated at mean of the latent encoding

of particles with the corresponding class assignment from Davis et al.

[11]. B) Map-to-map FSC curves between the generated cryoDRGN

density maps and the published density map from Davis et al. [11].

Published resolutions for assembly states B-E ranged between 4-5 Å.

Dotted lines indicate 0.5 and 0.143 cutoffs. C,D) Reproduction of

the cryoDRGN latent space shown in Figure 4-5G, colored by minor

assembly state (C), or viewed in separate panels (D). . . . . . . . . 149

4-13 Validation of LSU class C4 with cryoSPARC. A) Density map from

cryoSPARC homogeneous refinement of the 1,113 particles selected from

the cryoDRGN latent representation that constitute class C4 (right),

compared with the density map generated by cryoDRGN (left) from

Figure 4-5I. rRNA helix 68 is circled in red. B) Gold standard FSC

(GSFSC) curve between independent half-maps of the cryoSPARC recon-

struction and map-to-map FSC between the cryoDRGN and cryoSPARC

maps shown in (A). Dotted lines indicate 0.5 and 0.143 cutoffs. . . . 150

25



4-14 Reproducibility of cryoDRGN’s latent space representation of the as-

sembling ribosome. A) UMAP visualization of the latent encodings

from replicate runs of cryoDRGN trained on the filtered particles of

EMPIAR-10076. Particle embeddings are colored by major assembly

state assigned from 3D classification in Davis et al. [11]. B) UMAP

visualization of (A), colored by cluster after fitting a 5-component Gaus-

sian mixture model on the UMAP embeddings. C, D) Consistency

of the GMM labeling between replicates reported as the percentage of

particles with identical labels (C) and the confusion matrix of GMM

cluster assignments (D). . . . . . . . . . . . . . . . . . . . . . . . . . 151

4-15 Comparison of multi-body refinement [26] and cryoDRGN of the pre-

catalytic spliceosome. A) Visualization of a rigid-body trajectory from

multibody refinement of the pre-catalytic spliceosome. Snapshots are

extracted from the trajectory along PC1 of rigid-body orientations,

showing a large-scale motion of the SF3b subcomplex. The masks that

define the rigid-body decomposition of the complex are shown on the

right. The circle highlights a helix that breaks at the boundary between

bodies where the rigid-body assumption no longer holds. Adapted from

Video 3 of Nakane et al. [27] and density maps and masks deposited

in EMPIAR-10180. B) Alternate view of cryoDRGN’s PC1 traversal

in Figure 4-6. CryoDRGN learns the same overall motion of the

SF3b subcomplex, however its neural network representation lacks the

helix-breaking artifact. . . . . . . . . . . . . . . . . . . . . . . . . . 152
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4-16 Comparison of cryoSPARC’s 3D variability analysis (3DVA) [35] and

cryoDRGN. A) Density map of the consensus reconstruction and 2D

projections of the top three 3DVA variability components (i.e. eigen-

volumes) that form a linear basis describing structural heterogeneity of

the pre-catalytic spliceosome. B) 3DVA latent encodings of particles

from the filtered EMPIAR-10180 dataset. C) Comparison of 3DVA

component 1 latent encodings and PC1 of the cryoDRGN 10-D latent

encodings from Figure 4-6C. Correlation indicates Spearman corre-

lation. D) 3DVA component 1 trajectory at the depicted points in

(B). E) Alternate view of the density maps from the cryoDRGN PC1

trajectory in Figure 4-6D. . . . . . . . . . . . . . . . . . . . . . . . 153

4-17 Additional structures of the pre-catalytic spliceosome reconstructed

by cryoDRGN. A) PCA projection of the 10-D latent encodings from

cryoDRGN as in Figure 4-6C with 5 points along PC2. B) Structures

generated by traversing along PC2 of the latent space representation at

points shown in (A). . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

5-1 Overview of the cryoDRGN2 approach for ab initio reconstruction.

(a) Example cryo-EM images of the RAG1-RAG2 complex [EMPIAR-

10049]. (b) A multi-resolution 5-D pose search procedure doubles the

resolution of the search grid at each iteration. (c) Coordinate-based

MLP representation for volume (d) Volumes during ab initio training

on the RAG dataset (e) A hypothetical training schedule interleaves

pose search (expensive) and volume update (cheap) epochs. The model

may also be reset after initial iterations to avoid vanishing gradients in

training the neural volume. . . . . . . . . . . . . . . . . . . . . . . . . 160

5-2 Ground truth (synthetic) or reference (real) volumes with corresponding

example cryo-EM images below. Synthetic datasets show a noiseless

and a corresponding noisy image (SNR=0.1). . . . . . . . . . . . . . . 171
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5-3 Reconstructed volumes from different homogeneous ab initio reconstruc-

tion algorithms and the reference volume. . . . . . . . . . . . . . . . . 173

5-4 Power spectral density |𝑉 (k)|2 of a slice from the neural volume at

different stages of training. (a) Model slice after 30 epochs of joint

optimization of pose and 𝑉 . (b) Model slice after the model was

reinitialized and trained for 30 epochs using fixed poses from (a). (c)

L2 norm of the gradient of a dummy loss computed at the starred

coordinate in (a) with respect to last layer of weights of 𝑉 . . . . . . . 174

5-5 (a) Example images of the Linear1d dataset. (b) CryoDRGN2 latent em-

beddings of particle images. (c) CryoDRGN2 reconstructed structures

along the PC1 axis of the latent embeddings. . . . . . . . . . . . . . . 176

5-6 CryoDRGN2 reconstructed volumes of the spliceosome generated along

the PC1 axis of the latent embeddings. . . . . . . . . . . . . . . . . . 177

5-7 Pose distribution of the spliceosome dataset inferred from ab initio

heterogeneous reconstruction with cryoDRGN2 and cryoDRGN-BNB. 178

5-8 The cryoDRGN architecture for heterogeneous cryo-EM reconstruction.

Adapted from Zhong et al [56]. . . . . . . . . . . . . . . . . . . . . . . 180

5-9 Reconstructed volumes of the synthetic Hand dataset from different

homogeneous ab initio reconstruction algorithms. Noiselss - top row;

Noisy - bottom row. . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

5-10 Map-to-map Fourier Shell Correlation (FSC) curves computed between

the reference volume and the reconstructed volumes. “cryoDRGN2+r”

refers to model reset and training on fixed poses from the last iteration.

“cryoDRGN+r+ps” refers to model reset followed by additional itera-

tions of pose search. On the 80S dataset, we show FSC curves after

repeating ab initio reconstruction with a larger MLP architecture. We

also show original cryoSPARC results on the spliceosome before image

recentering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
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5-11 Gold standard Fourier Shell Correlation (FSC) curves from ab initio

homogeneous reconstruction. “cryoDRGN2+r” refers to model reset

and training on fixed poses from the last iteration. “cryoDRGN+r+ps”

refers to model reset followed by additional iterations of pose search.

On the 80S dataset, we show FSC curves after repeating ab initio

reconstruction with a larger MLP architecture. . . . . . . . . . . . . . 191

5-12 Additional views of the cryoDRGN2 reconstructed volume of the RAG

dataset [39] and the baseline volume from traditional homogeneous

refinement of the published volume. At a low threshold visualization of

the volume, additional density of the DNA extensions is visible in the

cryoDRGN2 volume (red circles), which are not resolved in the baseline

structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

5-13 Comparison of heterogeneous reconstruction algorithms on

the Linear1d dataset. Top row: Ten representative ground truth

and reconstructed volumes along the 1D motion. Bottom row: UMAP

visualization of the latent space embeddings of images from the dataset,

colored by the ground truth reaction coordinate describing the motion. 193

5-14 Comparison of heterogeneous reconstruction algorithms on

the pre-catalytic spliceosome dataset [EMPIAR-10180] [16].

Reconstructed volumes are generated along the first PC of the latent

space embeddings and show a hinging motion of the complex (red

arrow). Comparison of the latent embeddings from ab initio reconstruc-

tion to the previously published cryoDRGN reconstruction with pose

supervision [54]. Spearman correlation noted. . . . . . . . . . . . . . 194
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6-1 Overview of the landscape analysis pipeline: We show the general

schematic of landscape analysis (top) and its application to the ClpXP

protease from Fei et al. [3] (bottom). A. First, a cryoDRGN model is

trained, so that a latent variable representation 𝑧𝑖 can be generated for

each image 𝑖 in the original dataset. B. Because generating volumes for

the entire dataset is intractable, we sketch the set of latent embeddings

to find 𝑘 representative volumes (𝑘 = 500 here). C. A mask is applied

on the sketched volumes to reduce noise from the background and/or

focus on a subset of the volume; the mask shown on ClpXP covers the

ClpX complex, which is the part of the protein complex that moves.

D. and E. The 500 sketched volumes are then clustered to summarize

discrete conformational states and their associated particle lists for any

downstream refinement. F. We apply principal component analysis

(PCA) on the set of sketched volumes to produce a linear map 𝑊𝐿

for estimating low-dimensional volume embeddings 𝑣𝑖; the principal

components (PC) indicate high variance modes of continuous motion

in the structure and can be used to interpret 𝑣𝑖. Cluster assignments

from (D) are also plotted. G. We train a multilayer perceptron (MLP)

𝜑 to learn the mapping from latent space to the volume PC space. We

apply this model to produce a density plot of the full dataset in volume

PC space, which may be visualized as a conformational landscape with

interpretable axes. Arrows: Clusters can be inspected for outlier junk

structures, whose underlying volumes or particles can be excluded to

re-analyze the volumes or retrain a cryoDRGN model, respectively. . 204
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6-2 Conformational landscape of ClpXP inferred from PCA of

the cryoDRGN volume distribution: A. Structures traversing

principal component 1 shows the transition from the recognition to the

intermediate complex. B. Structures traversing principal component

2 shows the dissociation of ClpX. C. A conformational landscape

visualization of all particles mapped to the volume PC space. The

methods and motivations for these analyses are described in Section 6.2.5208

6-3 Conformational states of ClpXP inferred from clustering the

CryoDRGN volume distribution: Agglomerative clustering (𝑀 =

10 clusters) produces five well-populated and five sparse clusters. A.

The sketched datapoints are colored by their assigned cluster and

plotted in volume PC space (from Figure 6-2). B. and C. The number

of volumes and the number of particles for each cluster. Note that some

clusters have very few counts, indicating they are outlier groups that

might be artifacts or interesting rare conformations. D. Representative

structures (the centroid of the cluster) for the five most populated

clusters. Additional structures are shown in Figure 6-8. E. The top-

down view of the cluster 1 and cluster 2 volumes from D superimposed,

highlighting the conformational change between the ClpXP recognition

and intermediate complex. . . . . . . . . . . . . . . . . . . . . . . . 211

6-4 Identification of the ClpXP substrate-engaged state: Inspecting

the cluster 8 structure from Figure 6-3 revealed the ClpXP substrate-

engaged state. A. Cluster 8 can be identified on the volume PCA plot

when comparing PC2 and PC3, where this cluster is more separated.

B. The representative volume (cluster centroid) for cluster 8. C.

Homogeneous refinement in RELION of the 1,255 particles within this

cluster. D. The density map from (C) with the atomic model docked.

Although the GFP substrate is low-resolution, the density of GFP is

well aligned with the atomic model. . . . . . . . . . . . . . . . . . . 212
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6-5 Explained variance of the top 8 principal components of the set of latent

space embeddings and the volume sketch. . . . . . . . . . . . . . . . . 215

6-6 Distribution of pairwise L2 distances for the set of volumes in a sketched

cluster for different values of 𝑘 in 𝑘-means sketching. . . . . . . . . . 216

6-7 Different volume embedding algorithms applied on the sketch of volumes

(PCA, MDS, UMAP from left to right). Different choices in in the

number of clusters 𝑀 (top row 𝑀 = 10, bottom row 𝑀 = 20) . . . . 216

6-8 Cluster centroids after agglomerative clustering of the ClpXP volume

sketch with 𝑀 = 10, an average linkage criterion, and a Euclidean

distance metric. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

6-9 Clusters from Figure 6-3 visualized in the latent space representation

of the dataset (PCA left, UMAP right) . . . . . . . . . . . . . . . . . 217

6-10 Agglomerative clustering of the volume sketch with 𝑀 = 10, a Ward

linkage criterion, and a Euclidean distance metric, visualized in the

volume space representation of the dataset. . . . . . . . . . . . . . . . 218

7-1 Structure determination via cryo-EM. Schematic of cryo-EM reconstruction

(A → B) and atomic model fitting (B → C). In this work, we investigate
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Chapter 1

Introduction

Proteins and protein complexes carry out many of the biological processes responsible

for life, including DNA replication and repair, catalyzing reactions for metabolism and

synthesis, as well as the degradation of aging or damaged cellular components. Built

from 10s to 100s of individual protein, RNA, or lipid components, these nanometer

scale machines are assembled into complex structures that enable their function.

Direct observation of these structures at the atomic level has proven invaluable for

understanding the inner workings of these complexes. However, many of these massive

molecular machines have posed substantial challenges for traditional structural biology

techniques, as such biomolecular machines are compositionally and conformationally

dynamic, often undergoing large structural changes to perform their function.

Fueled by advances in both software and hardware, cryo-electron microscopy (cryo-

EM) has emerged over the past decade as a transformative technology in structural

biology, enabling the structure determination of large macromolecular complexes

at near atomic level resolution [5]. In contrast to existing techniques for structure

determination such as NMR spectroscopy which is limited to small, single proteins and

X-ray crystallography which requires crystallization of the protein of interest, cryo-EM

has succeeded in resolving high quality structures of large protein complexes, such

as the molecular machinery that implement the central dogma of molecular biology

[1, 6, 3, 10, 9]. A notable milestone was reached in 2015 with the publication of a

cryo-EM structure below 3 Å resolution [2] – a threshold below which building atomic
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models is possible, enabling applications such as rational drug design and therapeutic

development [7]. Exemplary of the rapid pace of progress in the field, just a few years

later, cryo-EM broke the so-called atomic resolution barrier with the publication of

1.2 Å resolution structures, allowing for direct visualization of atom positions [11, 4].

Cryo-EM is however challenged by the computational task of analyzing the raw

image data. A single particle cryo-EM imaging experiment captures on the order of

104−107 two dimensional (2D) projections of the target biomolecular complex. Recon-

struction algorithms combine these images to infer the underlying three dimensional

(3D) structure, a challenging inverse problem. However, complications in reconstruc-

tion arise when instances of the molecule exhibit heterogeneity, a common occurrence

for many protein complexes. Notably, this heterogeneity is of intrinsic interest to

the structural biologist as it is intimately connected to function, and highlights the

unique advantage of cryo-EM in studying dynamic molecular machinery. Unlike in

crystallography, where protein flexibility inhibits crystal formation, in cryo-EM, the

bottleneck to structure determination for heterogeneous, flexible molecules is a largely

computational task, termed the heterogeneity problem [8].

This thesis addresses a significant open problem in this field, namely reconstructing

continuous forms of heterogeneity from single particle cryo-EM images. The hetero-

geneity problem has a certain open-endedness in that it challenges us to define precisely

what the desired output of 3D reconstruction is – both from an algorithmic standpoint

and in service of the structural biology practitioner. Indeed, existing approaches

for heterogeneous cryo-EM reconstruction and heterogeneity analysis (described in

Chapter 2) place often limiting assumptions on the model class of reconstructed

structures. The approach taken here is to recast cryo-EM reconstruction as a (deep)

generative modeling problem, and develop new function approximation techniques

based on deep neural networks in order to learn continuous distributions of protein

structures from cryo-EM data.

This works sits at an intersection of many disciplines including statistical inference,

deep learning, computer vision, and structural biology. Chapter 2 contextualizes this

work from the cryo-EM perspective, including a historical background of cryo-EM
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and a review of the theory of single particle cryo-EM data analysis, and from the

standpoint of modern machine learning, with a brief overview of generative modeling

techniques and related methods in computer vision.

Chapter 3 introduces the main contribution of this thesis: a neural method,

cryoDRGN (Deep Reconstructing Generative Networks), for heterogeneous cryo-EM

reconstruction. CryoDRGN leverages the expressive, flexible representation power

of neural networks to reconstruct continuous distributions of protein structure from

cryo-EM images. We propose a new architecture for modeling cryo-EM volumes

using dense, fully-connected neural networks with sinusoidal featurization of input

coordinates, and a learning algorithm to optimize this representation from unlabeled

2D cryo-EM images. A particular challenge in heterogeneous reconstruction is the joint

inference of extrinsic projection direction (i.e. camera pose) and intrinsic structural

heterogeneity of the imaged particle. We address this challenging optimization task

using a combination of techniques: an explicit disentangling of pose variables and

latent variables through our architecture, a branch and bound accelerated search

algorithm for pose, and optionally, a proposed modification to cryo-EM imaging (i.e.

tilt series pairs) to encourage representation learning.

As much of the preliminary work was performed on synthetic datasets, the next

main thrust of this thesis was to extend cryoDRGN to work on real cryo-EM datasets.

We demonstrated that the cryoDRGN neural architecture is capable of modeling high-

resolution cryo-EM density maps from real data and used the method to uncover new

structures and dynamics from previously published datasets. The bulk of these results

are described in Chapter 4. Integral to this extension to real application settings was

the release of a software package around this method. We established best practices for

training the model and developed a suite of analysis tools to visualize the manifold of

conformations, generate density maps for exploratory analysis, extract particle subsets

for use with other tools, and generate trajectories to visualize molecular motions.

CryoDRGN is open-source software freely available at cryodrgn.csail.mit.edu.

In the previous chapter, high-quality reconstructions on real data were achieved

by modifying cryoDRGN to use fixed poses previously estimated from an upstream
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homogeneous reconstruction, hence eliding the difficult pose search procedure. However,

by estimating the intrinsic structural heterogeneity separately from the extrinsic pose

variables, cryoDRGN and other extant methods for heterogeneous reconstruction are

limited to mildly heterogeneous conditions where pose inference remains accurate.

In developing cryoDRGN2, we revisited the problem of de novo joint optimization

of image pose and volumes – also termed ab initio heterogeneous reconstruction. In

Chapter 5, we present techniques for pose estimation when optimizing neural models

of volumes, enabling state of the art ab initio reconstruction of protein structures from

real datasets. Our goal with cryoDRGN2 is to broaden the scope of single particle

cryo-EM to new classes of heterogeneous proteins and protein complexes.

CryoDRGN, cryoDRGN2, and other contemporary heterogeneous cryo-EM recon-

struction algorithms have provided new capabilities in modeling distributions of protein

structures. However, interpreting the results of cryoDRGN models is challenging and

open-ended, and largely based on expert-driven, manual inspection. In Chapter 6, we

present an efficient and automated volume analysis framework for comprehensively

characterizing the learned distribution of density maps reconstructed by cryoDRGN.

In Chapter 7, we end on a proof-of-concept study on exploiting prior information

provided by an atomic model to reconstruct distributions of 3D structures from a

cryo-EM dataset. Although reconstruction algorithms typically model the 3D volume

as a generic function parameterized as a voxel array or neural network, in this chapter,

we use the underlying atomic structure of the protein of interest to place well-defined

physical constraints on the reconstructed structure. Although the reconstruction

objective is highly non-convex when formulated in terms of atomic coordinates (similar

to the protein folding problem), we show that gradient descent-based methods can

reconstruct a continuous distribution of atomic structures when initialized from a

structure within the underlying distribution.

This thesis has introduced a new paradigm for protein structure determination

with cryo-EM, bridging machine learning with 3D reconstruction to resolve complex

distributions of heterogeneous protein structures. Progress in both machine learning

for protein (structure) problems and in cryo-EM technology is advancing at incredible
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speed and foreshadows incredible future progress at this intersection. We conclude

with an outlook on the field and discussion of future research directions in Chapter 8.
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Chapter 2

Background

This work is situated in the emerging area of machine learning for cryo-EM recon-

struction, an interdisciplinary confluence of many different fields, including the many

facets of cryo-EM methods (e.g. statistical inference, signal processing, electron op-

tics), modern deep learning, computer vision, and structural biology. This chapter

summarizes the relevant background upon which this work stands and contextualizes

relevant related and contemporary work.

In Section 2.1, I overview the development of cryo-EM for protein structure

determination, starting from the historical developments [12], through the recent

“resolution revolution” [38], and up to the present “revolution evolution” [1] of the

technique into the modern day aspirations of high-throughput, high-resolution cryo-

EM.

The crux of structure determination with cryo-EM involves the 3D reconstruction

of a density volume (or volumes) from an experimentally-derived dataset of projec-

tion images. In Section 2.2, I overview the theory behind single particle cryo-EM

reconstruction, and the existing algorithms and software. While the homogeneous

reconstruction task is well-defined, the identification and analysis of heterogeneity in

cryo-EM is an open problem at the heart of this thesis. I review the existing and

contemporary approaches to address structural heterogeneity.

We then switch gears. This thesis leverages major recent advances in the function

approximation capabilities of deep neural networks, which can now learn complex
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distributions from large-scale high-dimensional data. In Section 2.3, I present a high

level background of machine learning, then overview the generative modeling tools

central to this thesis work, specifically Variational Autoencoders [36].

Finally, this thesis has proceeded concurrently with an explosion of attention

and research in neural field techniques in computer vision. In Section 2.4, I overview

related techniques for 3D modeling in graphics and other visual computing applications

that have striking overlap with the parametric and differentiable forward model for

cryo-EM introduced here.

2.1 Cryo-EM

What is the use of it? Everything under the electron beam would burn to a cinder!

-Dennis Gabor, 1928

2.1.1 What is cryo-EM?

What is cryo-electron microscopy? Broadly defined, cryo-electron microscopy refers to

the imaging of biological specimens at cryogenic temperatures with a transmission

electron microscope1. There are many branches of cryo-EM. In modern high-resolution

biological imaging, cryo-EM can refer to one of several imaging techniques: cryo-

electron tomography (cryo-ET), single particle cryo-EM, or electron crystallography.

The difference between these sub-disciplines stems from the different contexts of the

target specimen, e.g. imaging in situ cellular and subcellular structures in cryo-ET or

crystalline proteins or small molecules in electron crystallography. The focus of this

thesis is on single particle cryo-EM, where high resolution structures of macromolecular

complexes are determined through imaging a purified solution of the target molecule2

of interest.

We start by painting a picture of the incredible technology of modern day single

particle cryo-EM. A Zirconium oxide-coated, tungsten-tipped field emission gun emits
1Scanning electron microscopy techniques are beyond the scope of this thesis.
2Since the target “molecule” is often a complex of many biomolecules, they are also refereed to as

“particles”.
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a beam of electrons with incredible spatial and temporal coherence – around 10−5−6

radians [79], accelerated through hundreds of keV of potential energy, focused through

water-cooled electromagnetic lenses – exquisitely sensitive to even the temperature

fluctuation induced from a human entering the room – to illuminate the sample

grid hole that is around 10−6 meters in width, where a collection of organic atoms

(i.e. mostly Cs, Ns, Os) sit frozen in a slightly more ordered configuration than the

surrounding H2O molecules. The whole operation proceeds in vacuum, as air molecules

would scatter the electron beam, and at liquid nitrogen temperatures, where radiation

damage is minimized relative to room temperature conditions [17].

The sample itself (post-biochemical production and purification) consists of many

copies of the target of interest suspended in a thin layer of amorphous (vitreous) ice.

The ice layer must be thin (typically around 100 nm) to enable transmission electron

microscopy, i.e. reasonable passage statistics without inelastic scattering events [65].

The aqueous sample is fixed for imaging by plunge freezing a thin film of the sample

in liquid ethane, rapidly cooling the sample to form amorphous, non-crystalline ice.

Most electrons pass through the sample uninterrupted, contributing to the shot

noise in the recorded images. Some are inelastically scattered, transferring some of

their kinetic energy into the sample, and thus contribute to radiation damage. The

inelastically scattered electrons are filtered out before reaching the detector. The

observed contrast in recorded cryo-EM images stems from the elastically scattered

electrons, whose wavefunction experiences a phase shift upon passing through the

sample that can be (indirectly) measured by the detector. The degree of phase shift is

determined not only by the sample itself, but is also affected by frequency-dependent

interference due to the microscope’s electron optics. Mathematically, this microscope-

dependent signal transfer can be derived from weak phase-object approximation theory

as the contrast transfer function (CTF) (see Section 2.2).

Ultimately, the imaging process magnifies the object of interest by 5-6 orders of

magnitude, capturing snapshots of single particles where the spatial scale of each pixel

spans around 1 Å. Note that this resolution is much lower than the theoretical limit

given by the wavelength of the electron beam (0.02 Å at 300 kV [45]) due to limitations
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Figure 2-1: Schematic of single particle cryo-EM imaging (top) and example experimen-
tal micrographs (bottom). A purified sample of the molecule of interest is flash frozen
in a thin layer of vitreous ice and imaged with a transmission electron microscope.
The recorded 2D projection image contains many copies of the molecule captured
from an unknown pose, or viewing direction, and in an unknown conformational state.
Example micrographs of the 80S ribosome (EMPIAR-10028, 4.2 MDa, left) and the
RAG1-RAG2 complex (EMPIAR-10049, 369 kDa, right) are from Wong et al. [93]
and Ru et al. [70], respectively. The scale bar denotes 100 nm.

from radiation damage. Nevertheless, the resolving power of cryo-EM is much greater

than that of light microscopy (where the resolution is limited by the wavelength of

visible light to around 3000 Å), highlighting the ability of this technology at visualizing

the details and intricacies of the molecular universe. After his original incredulity at

the technology, many decades later, Dennis Gabor later recounted, “Who would have

dared to believe that the cinder would preserve not only the structure of microscopic

bodies but even the shapes of organic molecules?” [25].
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Figure 2-2: Model of the first protein structure solved at 7 Å resolution by electron
microscopy of a crystal of bacteriorhodopsin by Richard Henderson and Nigel Unwin.
Figure adapted from Henderson and Unwin [27].

2.1.2 How did we get here?

The development of cryo-electron microscopy from a specialized technique pioneered

by a few groups into a mainstream structural biology tool has proceeded over several

decades, starting from the first electron microscope developed by M. Knoll and E.

Ruska in 19313 [71, 37], and culminating in the 2017 Nobel Prize in Chemistry to

Jacques Dubochet, Richard Henderson, and Joachim Frank “for developing cryo-

electron microscopy for the high-resolution structure determination of biomolecules in

solution” [52]. We summarize a few of the milestones in the field that culminated with

this recognition. The earliest demonstration of a 3D protein structure solved with

cryo-EM was the 7 Å structure of bacteriorhodopsin (Fig. 2-2), published in 1975 by

Richard Henderson and Nigel Unwin [27]. This first cryo-EM derived protein structure

is exemplary of electron crystallography, as the sample was fixed in a crystalline lattice.

To realize the potential of cryo-EM at visualizing the structure of these biomolecules

in their hydrated, aqueous form, Ken Taylor and Robert Glaeser proposed fixing the

3Ernst Ruska received the 1986 Nobel Prize in Physics “for his fundamental work in electron
optics, and for the design of the first electron microscope.”[51]
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(a) EMDB deposition statistics over time. (b) EMDB deposition statistics over time stri-
ated by map resolution.

Figure 2-3: Growth of cryo-electron microscopy. Accessed from
https://www.emdataresource.org/statistics.html on December 22nd, 2021.

sample in amorphous ice for cryo-EM imaging without crystallization [85]. Later

work by Jacques Dubochet and colleagues developed a practical method for rapid

vitrification by plunge freezing the sample in liquid ethane [18, 17]. Without the

diffraction signal originating from an ordered crystalline lattice, new algorithms were

required to combine the resulting cryo-EM images of randomly oriented particles;

Joakim Frank and colleagues pioneered these image processing algorithms that have

since created the field of single particle reconstruction. Together these advances enabled

the first near-atomic resolution protein structure solved with cryo-EM published in

1990 by Richard Henderson and his colleagues [26], demonstrating the potential of

cryo-EM for structural biology.

The pace of progress has yet to slow since these seminal contributions. Advances

in cryo-EM technology in the past decade have led to a marked increase in the

speed, quality, and adoption of the technique (Figure 2-3), transforming the field

from medium-to-low resolution “blob-ology” to a state where collecting high resolution

density maps sufficient for atomic model building (3-4 Å) is now routine (for certain

classes of well-behaved targets).

This new era of cryo-EM, dubbed the “resolution revolution” [38], has been primarily

driven by the introduction of direct electron detector (DED) cameras. With this new

camera technology, more high resolution information is captured compared to the
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Figure 2-4: Direct electron detectors allow image collection in movie mode at high
frame rates (here, 40 frames per second), which can be used to correct for beam-induced
motion of the particles within the ice. 60 frames are averaged together without (left)
and with (right) motion correction. The scale bar denotes 50 nm. Figure adapted
from Brilot et al. [9].

previous generation of charge coupled device (CCD) cameras, which must convert the

incoming electron signal to photons via a scintillator. Moreover, DEDs are also capable

of imaging at much faster frame rates; This new “movie mode” of imaging allows

for the computational correction of beam-induced motion of the particles within the

ice, de-blurring the collected micrographs, and drastically improving the underlying

signal captured in the raw images (Figure 2-4). There have been many subsequent

hardware improvements that continue to improve the quality of the images, recently

enabling true atomic resolution structure determination where atom positions are

directly visualized (1.2 Å) as opposed to inferred from the known geometry of amino

acids in the 3-4 Å regime [95, 48].

Many algorithmic and software developments have gone hand in hand with these

hardware improvements, driving the speed and automation, and thus the accessi-

bility and adoption of cryo-EM. We note a few major algorithmic innovations to

the reconstruction process here and save the technical details for Section 2.2. In

2013, Sjors Scheres proposed a Bayesian formulation of cryo-EM reconstruction [74]

implemented in the RELION software package [75], which posed reconstruction as

optimization of a single statistical model, thus eliminating or formalizing many of

the heuristics in previous protocols. Brubaker et al. [10] proposed an algorithm for

ab initio reconstruction based on stochastic gradient descent (SGD), which was later

accelerated with a branch and bound algorithm by Punjani et al. and implemented in
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the cryoSPARC software package [58]. The improved global convergence properties

of SGD-based reconstruction could successfully reconstruct structures from random

initialization across a broad range of systems, providing a data-driven method for

producing (low-resolution) initial models for refinement instead of needing to rely

on homology models or negative stain EM. As no biomolecular complex is truly

static, multiclass reconstruction algorithms were proposed to sort heterogeneity into a

few discrete structures [73]. These algorithms, also referred to as “3D classification”

or “heterogeneous refinement”, have been implemented in many cryo-EM software

packages and have become the main workhorse for processing heterogeneous datasets.

Finally, the rise of GPU compute has significantly accelerated image processing, e.g.

reconstruction workflows that previously took weeks to months on CPU can now be

processed in a few hours on a single GPU workstation.

2.1.3 The computational pipeline

Computational processing of single particle cryo-EM datasets can be broken down

into several distinct stages: 1) micrograph preprocessing, 2) 3D reconstruction, and 3)

atomic model building. We briefly summarize these processing steps. The reader is

referred to Singer and Frank [79] for further details on the single particle cryo-EM

image processing pipeline.

First, the noisy micrograph image is preprocessed and then segmented, where

bounding boxes containing individual molecules (i.e. particles) are identified and

extracted (i.e. particle picking). Preprocessing steps include beam-induced motion

correction [2, 22] and estimation of CTF parameters [67, 96]. There are numerous

particle picking algorithms, including methods based on templates [50, 32, 90, 76]

and new deep learning-based detection algorithms [92, 99, 91, 4]. Once particles are

extracted, they are typically inspected and optionally filtered with 2D classification [77],

a clustering algorithm which sorts images into common viewing directions. Particles

imaged from consistent viewing directions will be averaged together and can be visually

inspected for quality and structural features of interest; clusters that exhibit obvious

junk (e.g. false positives from particle picking) can be removed.
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Next, the stack of extracted single particle images is reconstructed to yield a 3D

cryo-EM density volume (homogeneous reconstruction) or a distribution of volumes

(heterogeneous reconstruction). The theory describing this procedure is described in

the next section. In practice, this is typically a multi-stage procedure, in particular to

deal with heterogeneity. Processing often involves multiple rounds of 3D classification

on subsets of the images, returning to the micrographs to re-pick or re-extract particles,

and to re-estimate CTF parameters and motion correction (“particle polishing”) (see

Figure 2-6 for an example workflow). Finally, once a suitable structure is obtained,

it may be post-processed to facilitate interpretation, e.g. sharpening high resolution

features with B-factor correction [69] or deep learning models [72] and local resolution

estimation.

Finally, given a sufficiently high resolution reconstruction, an atomic model is built

into the resulting 3D volume either de novo or fit starting from a related model, or

more recently, from an AlphaFold prediction [33], typically with the help of various

automated or interactive tools [19, 42, 87, 34, 78, 13, 55].

2.2 Single particle reconstruction

The task in single particle cryo-EM reconstruction is to recover the 3D structure (also

called a density map or volume) of the target protein or biomolecular complex of

interest, defined as the function 𝑉 : R3 → R, where 𝑉 (x) gives the electron scattering

potential at a point in space x ∈ R3. 𝑉 is estimated from a set of noisy projection

images 𝑋1, ..., 𝑋𝑁 , each containing a copy of 𝑉 projected in some unknown orientation

(Figure 2-5).

2.2.1 Image Formation Model

In the idealized, homogeneous scenario, many identical copies of the molecule of

interest are rapidly frozen in a thin layer of vitreous ice. As the molecules are tumbling

randomly in solution before being flash frozen, the recorded images 𝑋1, ..., 𝑋𝑁 each

capture a 2D projection of 𝑉 in an unknown orientation relative to the imaging axis
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Figure 2-5: Single particle cryo-EM reconstruction algorithms tackle the inverse
problem of determining a 3D density volume or a distribution of volumes from a
dataset of 104 − 107 recorded projection images. Each image is a noisy projection of a
unique instance of the molecule (particle) suspended in ice at a random orientation.
Homogeneous reconstruction algorithms must jointly learn the density volume 𝑉 and
the pose of each image 𝜑𝑖 ∈ 𝑆𝑂(3) × R2. Heterogeneous reconstruction algorithms
take into account structural variation between the particles and aim to reconstruct a
distribution of volumes. Left: Example cryo-EM images of the Plasmodium falciparum
80S ribosome from EMPIAR-10028 [93]. Right: A density volume reconstructed
by cryoDRGN from this dataset, visualized as an isosurface contour. The scale bar
denotes 100 Å, and the size of the 80S ribosome is approximately 250 Å in length.
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(Figure 2-1). The generation of image 𝑋 : R2 → R can be modeled as:

𝑋(𝑟𝑥, 𝑟𝑦) = 𝑔 * 𝑇𝑡

∫︁
R
𝑉 (𝑅𝑇 r) 𝑑𝑟𝑧 + 𝑛𝑜𝑖𝑠𝑒 r = (𝑟𝑥, 𝑟𝑦, 𝑟𝑧)

𝑇 (2.1)

where 𝑉 is the density volume, 𝑅 ∈ 𝑆𝑂(3), the 3D rotation group, is an unknown

orientation of the volume, and 𝑇𝑡 is an unknown in-plane translation by 𝑡 ∈ R2,

corresponding to imperfect centering of the volume within the image. The image

signal is convolved with 𝑔, the point spread function for the microscope before being

corrupted with additive noise and registered on a discrete grid of size 𝐷 ×𝐷, where

𝐷 is the size of the image along one dimension.

2.2.2 Fourier Slice Theorem

Many reconstruction algorithms use the Fourier slice theorem in three dimensions [7],

which states that the Fourier transform of a 2D projection of 𝑉 is a 2D slice through

the origin of 𝑉 in the Fourier domain. The slice is perpendicular to the axis of

projection. Mathematically, the theorem is written as:

ℱ2𝑃2 = 𝒮2ℱ3 (2.2)

where ℱ𝑛 is the Fourier transform in 𝑛 dimensions, 𝑃2 is the projection operator

from three to two dimensions, and 𝒮2 is the slice operator, which extracts a 2D central

slice perpendicular to the axis of projection.

In the Fourier domain, the generative process for image 𝑋̂ from volume 𝑉 can

thus be written:

𝑋̂ = 𝑔𝑆𝑡𝐴𝑅𝑉 + 𝜖 (2.3)

where 𝑔 = ℱ𝑔 is the contrast transfer function (CTF), 𝑆𝑡 is a phase shift operator

corresponding to image translation by 𝑡 in real space, and 𝐴𝑅𝑉 = 𝑉 (𝑅𝑇 (·, ·, 0)𝑇 ) is

a linear slice operator corresponding to rotation by 𝑅 and linear projection along

the z-axis in real space. The frequency-dependent noise 𝜖 is typically modelled as
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independent, zero-centered Gaussian noise in Fourier space. Under this model, the

probability of of observing an image 𝑋̂ with pose 𝜑 = (𝑅, 𝑡) from volume 𝑉 is:

𝑝(𝑋̂|𝜑, 𝑉 ) = 𝑝(𝑋̂|𝑅, 𝑡, 𝑉 ) =
1

𝑍
exp

(︂∑︁
𝑙

−1
2𝜎2

⃒⃒⃒
𝑔(𝑙)𝐴

(𝑙)
𝑅 𝑉 − 𝑆

(𝑙)
𝑡 𝑋̂(𝑙)

⃒⃒⃒2)︂
(2.4)

where 𝑙 is a two-component index over Fourier coefficients for the image, 𝜎 is the

width of the Gaussian noise, and 𝑍 is a normalization constant.

2.2.3 Contrast Transfer Function

The contrast transfer function (CTF) 𝑔 : 𝑅2 → R is a two-dimensional, real-valued

function of the spatial frequency vector k = (𝑘𝑥, 𝑘𝑦) that approximates the signal

transfer as an electron beam travels through the microscope and passes through a weak-

phase object. It describes the phase shift incurred by the microscope’s abberations,

including defocus settings (𝑧1, 𝑧2, 𝑧𝜃) and spherical aberration 𝐶𝑠. A derivation is

provided in [79]. A commonly used form of the CTF is written as:

𝑔(k) =
√︀

(1− 𝑤2) sin(𝛾(k))− 𝑤 * cos(𝛾(k)) (2.5)

where 𝑤 is the amplitude contrast ratio, and

𝛾(k) = 2𝜋

(︂
−𝑧(k)𝜆|k|2

2
+

𝐶𝑠𝜆
3|k|2

4

)︂
− 𝜑0 (2.6)

where 𝜆 is the wavelength of the electron, 𝐶𝑠 is the spherical aberration of the

objective lens, 𝜑0 is any additional phase shift from a phase plate, and 𝑧(k) describes

the defocus of the microscope:

𝑧(k) = 0.5 * (𝑧1 + 𝑧2 + (𝑧1 − 𝑧2) cos(2 * (𝜃 − 𝑧𝜃)); 𝜃 = arctan2(𝑘𝑦/𝑘𝑥) (2.7)

which is parameterized by the defocus parameters, 𝑧1 and 𝑧2, and the defocus
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astigmatism, 𝑧𝜃. Finally, an envelope function models the attenuation of the signal at

high frequencies:

𝑔′(k) = 𝑔(k)𝑒(−𝐵|k|/4) (2.8)

which is parameterized by the B-factor 𝐵. These parameters are determined by

the microscopy settings, some of which are set and others are estimated by function

fitting software prior to 3D reconstruction. In the high resolution regime (< 2.5 Å),

higher order terms of the CTF must be modeled [100].

2.2.4 Homogeneous cryo-EM reconstruction

To recover the desired structure, cryo-EM reconstruction methods must jointly solve

for the unknown volume 𝑉 and image poses 𝜑𝑖 = (𝑅𝑖, 𝑡𝑖). Most algorithms use

Expectation Maximization [74] or simpler variants of coordinate ascent to find a

maximum a posteriori estimate of 𝑉 marginalizing over the posterior distribution of

𝜑𝑖’s, i.e.:

𝑉 MAP = argmax
𝑉

𝑁∑︁
𝑖=1

log

∫︁
𝑝(𝑋𝑖|𝜑, 𝑉 )𝑝(𝜑)𝑑𝜑+ log 𝑝(𝑉 ) (2.9)

Intuitively, given 𝑉 (𝑛), the estimate of the volume at iteration 𝑛, images are

first aligned with 𝑉 (𝑛) (E-step), then with the updated alignments, the images are

backprojected to yield 𝑉 (𝑛+1) (M-step).

This procedure, termed iterative refinement, is a local optimization procedure

whose result depends on the initial model 𝑉 (0). In practice, reconstruction typically

proceeds in two stages: 1) generation of a low-resolution initial model 𝑉 (0), and 2)

iterative refinement of the initial model to high resolution.

Generation of an initial model

Initial structures can be obtained experimentally [41], inferred based on homology

to complexes with known structure, or via ab-initio reconstruction with stochastic

gradient descent [10, 58]. Punjani et al. found that SGD was able to avoid errant
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local minima while optimizing the highly nonconvex objective of Equation 2.9 [58].

This approach provides a data-driven method for determining an initial model, though

optimization can still fail to converge to the correct local minima, especially for

datasets with significant structural heterogeneity.

2.2.5 Resolution estimation and validation

As 3D reconstruction tackles an inverse problem with no ground truth, a major

challenge for the field is validation of the final density map(s) [28]. A particular worry

stems from bias from the initial model and producing artifacts in the volume due to

the high noise level in the images and the local convergence properties of iterative

refinement. While validation remains an open problem (especially for heterogeneous

distributions), it has been somewhat mitigated by entering a higher resolution regime

where the final density map may be checked against our prior knowledge on the known

geometry of the constitutive amino acids.

The current standard in the field is a two-fold cross validation approach based

on the Fourier Shell Correlation (FSC) curve. The FSC curve measures correlation

between volumes as a function of spherically-averaged radial shells in Fourier space:

𝐹𝑆𝐶(𝑘) =

∑︀
𝑠∈𝑆𝑘

𝑈̂𝑠𝑉
*
𝑠√︁

(
∑︀

𝑠∈𝑆𝑘
|𝑈̂𝑠|2)(

∑︀
𝑠∈𝑆𝑘
|𝑉𝑠|2)

(2.10)

where 𝑈̂ and 𝑉 are the two volumes being compared and 𝑆𝑘 is the set of voxels in

a spherical shell at distance 𝑘 from the origin.

The gold standard FSC (GSFSC) metric for validation and resolution estimation

is to independently reconstruct random halves of the dataset and compute the FSC

curve between the aligned structures [28]. The FSC curve is used as a diagnostic

towards consistency of the reconstructed structures; Resolution is often reported as

1/𝑘0 where 𝑘0 = argmax𝑘 𝐹𝑆𝐶(𝑘) < 𝐶 and 𝐶 is some fixed threshold (𝐶 = 0.143 for

the GSFSC). Resolution can also estimated by computing the FSC curve between

the final reconstructed structure (using all the data) and a density map simulated

from the final atomic map with the threshold 𝐶 = 0.5. Typically the background is
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zeroed out before computing the FSC curve to avoid spurious correlations from any

background solvent density.

2.2.6 Heterogeneous cryo-EM reconstruction

The ability to image conformationally and compositionally heterogeneous biomolecular

complexes is a major advantage of cryo-EM compared to other techniques for structure

determination, such as X-ray crystallography, which requires structural homogeneity

for crystallization, and NMR spectroscopy, which produces an ensemble measurement.

However, structural heterogeneity poses a significant challenge in computational image

processing4, termed the heterogeneity problem [79].

Heterogeneous reconstruction algorithms relax the assumption in the image forma-

tion model that each image captures an identical, static structure, and instead aim to

recover a distribution of structures. To make the problem well-posed, heterogeneous

reconstruction algorithms impose some model class on the reconstructed distribution.

Methods can be roughly divided into those that model the imaged structures with a

discrete model for heterogeneity, and those that parameterize some continuous model

for heterogeneous structures.

Multiclass refinement

Given sample heterogeneity, the standard approach in the cryo-EM field is to simul-

taneously reconstruct 𝐾 independent volumes, a discrete model of conformational

heterogeneity. Termed multiclass refinement (or 3D classification), the image formation

model is extended to assume that images are generated from 𝑉1, ..., 𝑉𝐾 independent

volumes, with inference now requiring marginalization over 𝜑𝑖’s and class assignment

probabilities 𝜋𝑗’s:

argmax
𝑉1,...,𝑉𝐾

𝑁∑︁
𝑖=1

log
𝐾∑︁
𝑗=1

(︂
𝜋𝑗

∫︁
𝑝(𝑋𝑖|𝜑, 𝑉𝑗)𝑝(𝜑)𝑑𝜑

)︂
+

𝐾∑︁
𝑗=1

log 𝑝(𝑉𝑗) (2.11)

4sometimes requiring the practitioner to revisit sample preparation to experimentally rigidify the
system (e.g. with chemical crosslinking agents or by genetically modifying the target biomolecule)
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While this formulation is sufficiently descriptive when the structural heterogeneity

consists of a small number of discrete conformations, it suffers when the heterogeneity

is complex or when conformations lie along a continuum of states.

In practice, resolving such heterogeneity is handled through a hierarchical approach

refining subsets of the imaging dataset with manual choices for the number of classes

and the initial models for refinement. Many rounds of expert-guided processing

are typically performed with manual selection of 𝐾 and the initial volumes for

refinement (an example is given in Figure 2-6). Because the number and nature of the

underlying structural states are unknown, multiclass refinement is error-prone, and

often leads to overfitting of some conformations, completely missing other states, or

producing blurring artifacts from averaging together continuous forms of heterogeneity.

Furthermore, there exists an upper limit to the number of resolvable structures in this

hierarchical approach as each class much have a minimum number of images to provide

sufficient views for 3D reconstruction and to produce high resolution structures (i.e. a

bias-variance trade-off).

Masked refinement

A class of techniques called “focused refinement” or “focused classification” use masking

to focus on specific regions of the structure: poses are estimated in the (E)-step of

iterative refinement by aligning images to the masked volume. These methods require

a user-defined mask on the region of interest from an upstream consensus homogeneous

reconstruction. This method encodes the assumption that the region of focus is rigid,

though its orientation may change relative to the rest of the complex. In practice

there are SNR limitations in focusing on regions that are too small to provide enough

signal for alignment.

In the standard focused refinement approach, there is also a mismatch between

the image, which contains the full complex, and the estimate of the volume, which

only contains the masked region. To address this mismatch, “focused refinement with

signal subtraction” was introduced in Bai et al. [3]. A second mask is defined around

the region of the volume that should be excluded in alignment, e.g. a micelle in
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Figure 2-6: An example cryo-EM reconstruction workflow for a heterogeneous dataset
of human telomerase holoenzyme involving many rounds of 3D classification. The
initial dataset contained 3,719,730 images and the final processed dataset yielded 2
structures from a filtered set of 373,203 images. Figure adapted from Ghanim et al.
[21].
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a membrane protein complex. The density defined within this second mask from

the consensus reconstruction is then computationally deleted from the images (after

projection). This procedure also assumes that the region to remove is relatively rigid

and well-estimated by the consensus reconstruction.

Continuous heterogeneity

Despite their demonstrated utility, discrete approaches are not well suited to datasets

where there are continuous motions in the macromolecule of interest. Recent works have

proposed methods for modeling continuous heterogeneity in cryo-EM reconstruction.

Many of these methods extend the image formation model to model the volume as

some function of a continuous latent variable 𝑧.

Nakane et al. [47] propose multibody refinement, where flexible structures are

modeled as the sum of 𝑏 rigid bodies. In this case, the inferred latent 𝑧 corresponds to

the relative position and translation of the 𝑏 bodies. Rigid bodies are initially defined

from a homogeneous reconstruction, thus imposing specific structural assumptions on

the exhibited heterogeneity. Dashti et al. [20] learn a continuous embedding of images

with diffusion maps on the 2D images. Their approach requires grouping images

by projection direction before manifold estimation. Theoretical work for continuous

heterogeneous reconstruction includes expansion of discrete 3D volumes in a basis of

Laplacian eigenvectors [46] and a general framework for modelling hyper-volumes [39]

e.g. as a tensor product of spatial and temporal basis functions [40].

Many methods have sought to characterize the variance-covariance matrix of the

3D volumes [43, 54, 83], recently popularized with the development of 3D Variability

Analysis (3DVA) [57]. In 3DVA, the density map is discretized as a 𝐷3 voxel array,

and the space of conformations is restricted to a rank-𝑁 subspace of R𝐷3 . Thus,

3DVA simultaneously fits a low-rank latent 𝑧 and a linear mapping 𝑓(𝑧) : R𝑁 → R𝐷3

from this latent to discretized volumes. 3DVA has since been used extensively as it is

straightforward to use and interpret, runs quickly, and is integrated as a tool within

the cryoSPARC software package [58]. However, since 3DVA fits a linear model of

continuous heterogeneity, the underlying motions of the system are approximated as
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linear interpolations between eigenvolumes, which can produce non-physical artifacts

(e.g. motions approximated by mass appearing and disappearing). To avoid artifacts

from the linear interpolations, images may be binned along the inferred reaction

coordinates for a traditional homogeneous refinement, however this approach is not

guaranteed to capture the underlying conformation and suffers from a bias-variance

tradeoff.

Since the development of cryoDRGN, several deep learning approaches have been

proposed for heterogeneous cryo-EM reconstruction, including e2gmm [11], and 3D-

flex [56], which propose alternative neural parameterizations of the forward model.

Yet other deep learning methods explore alternate paradigms for reconstruction, for

example with adversarial learning [23, 24], learning poses with autoencoders [68, 49],

and incorporating atomic models into reconstruction [98, 68, 35]. Bepler et al. propose

a coordinate-based VAE architecture for modeling 2D continuous motions in negative

stain EM images [5]. All the methods described in this section require previously

estimated image poses. See Chapter 5 for an overview of related work in ab initio

heterogeneous reconstruction, and see Chapter 7 for an overview of related work in

including atomic models in 3D reconstruction.

2.3 Machine Learning

In this section, we provide a brief background on the trends and techniques in machine

learning that are relevant to this thesis. The recent rise of cryo-EM has paralleled

the huge growth of deep learning methods and applications. This growth has been

driven by improvements in the capabilities of deep neural networks and optimization

techniques to model complex functions, the availability of ever-larger training datasets,

and the rise of GPU compute and easy to use software frameworks around deep

learning. At its core, neural network-based models (i.e. neural models) can now

be stably trained on large-scale, high-dimensional data via gradient descent using

backpropagation. While a detailed review is beyond the scope of this thesis, a key

trend is that deep learning has become the dominant paradigm for machine learning
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across many data modalities relevant to our interaction with the natural world, e.g.

vision and natural language.

2.3.1 Supervised vs. Unsupervised Learning

Within machine learning, a distinction exists between supervised and unsupervised

learning tasks. Supervised learning refers to the setting where the goal is to predict

the value of a target variable 𝑦 given some observed variable 𝑥 from a dataset of (𝑥, 𝑦)

pairs. This problem is denoted regression if the target variable 𝑦 is continuous or

classification if 𝑦 is discrete. Examples of supervised learning tasks include predicting

a person’s likelihood of a heart attack, classifying images, or picking particles in a

cryo-EM micrograph. For all these tasks, a dataset of labeled examples is required to

train a model. Many of the successes of deep learning are in applications where there

exist large corpuses of labeled data, where a supervised learning task can be posed as

learning some function 𝑓𝜃 : R𝐷 → R𝑅 parameterized by a deep neural network, (e.g.

images to probability of belonging to some class).

In unsupervised learning, the goal is to infer some unknown, or latent, characteristic

from observed data, 𝑥, but without access to any ground truth or assigned labels.

Some classical examples include clustering (inferring cluster labels) and dimensionality

reduction (inferring a lower-dimensional representation). Intuitively, these algorithms

encode some assumptions about the nature of the data, either implicitly or explicitly,

and learn common patterns or features in a data-driven fashion. Often times, an

unsupervised learning problem can be posed as a generative modeling task, e.g.

specifying a probabilistic formulation of the data generation process 𝑝𝜃(𝑥), and fitting

the parameters 𝜃 to approximate the observed data. Research in the field of deep

generative models is especially active, which we describe next.
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2.3.2 Generative modeling

We are interested in modeling our data 𝑥 as random variables which follow some

unknown, underlying distribution 𝑝(𝑥).

𝑥 ∼ 𝑝(𝑥)

Generative models are a family of machine learning methods that define a model 𝑝𝜃(𝑥)

of the data generation process and aim to learn its parameters 𝜃 to best approximate

𝑝(𝑥).

𝑝𝜃(𝑥) ≈ 𝑝(𝑥)

There are many reasons why this is desirable and a wide variety of possible use

cases and downstream applications. If the generative model is structured to reflect

the underlying data generating process, the parameters and latent variables may be

directly informative, e.g. the topic clusters in LDA [6], or the generated volumes

in cryoDRGN. Second, accurately fitting such a model may reveal low-dimensional,

latent structure of the data; or most eponymously, a generative model may be used to

generate new samples of 𝑥.

The literature on generative modeling, encompassing both classical and modern

deep-learning based approaches, is vast with rapid ongoing development. Here we

highlight two broad classes of likelihood-based approaches to modeling the data

distribution 𝑝(𝑥), autoregressive models and latent variable models5

Auto-regressive models decompose distributions over sequences {𝑥𝑖} auto-regressively:

𝑝𝜃(𝑥) =
𝑁∏︁
𝑖=0

𝑝𝜃(𝑥𝑖|𝑥<𝑖)

Each term in this product is a discrete classification task (e.g. over words), so the

negative log likelihood of 𝑝𝜃(𝑥) can be directly optimized to maximize the likelihood

5Other classes of generative models include likelihood-free approaches, such as Generative Adver-
sarial Networks (GANs) [59], and energy-based models (EBM) which learn unnormalized 𝑝(𝑥) (and
can be framed as latent variable models).
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Figure 2-7: Graphical model of a VAE describing the generation of observed data 𝑥
from unknown latent variable 𝑧. Figure from Kingma and Welling [36]. A generative
model 𝑝𝜃(𝑥|𝑧) and an inference model 𝑞𝜑(𝑥|𝑧) parameterized by nonlinear neural
networks can be jointly trained to approximate complex data distributions.

of the data.

ℒ(𝜃) = − log 𝑝𝜃(𝑥) =
𝑁∑︁
𝑖=0

− log 𝑝𝜃(𝑥𝑖|𝑥<𝑖)

Auto-regressive models are most commonly used for natural language tasks [60], but

have also been used for modeling other forms of sequence data, e.g. biological sequences

[66, 30], and more recently, images [88, 16].

Another class of approach is latent-variable models, which formulate 𝑝(𝑥) in terms

of conditional likelihoods 𝑝𝜃(𝑥|𝑧) given unobserved latent variables 𝑧 drawn from a

prior distribution 𝑝(𝑧). Examples of latent-variable models include Hidden Markov

models (HMMs), Bayesian mixture models, as well as deep generative models such

as VAEs [36], normalizing flows [14, 15] and diffusion or score-based models [31, 81].

At the intersection of deep learning and generative modeling, deep generative models

have been of huge interest lately due to their expressive modelling capabilities on

large-scale datasets and efficient, tractable inference.

Variational Autoencoders

Variational autoencoders (VAEs) are a class of deep generative model consisting of a

nonlinear latent variable model parameterized with neural networks and an associated

learning algorithm using variational inference and stochastic gradient estimation. A

graphical model overview of a VAE is shown in Figure 2-7. Briefly, the observed data
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𝑥 is described as being generated by an unobserved continuous latent variable 𝑧, i.e.

𝑝𝜃(𝑥) =

∫︁
𝑝𝜃(𝑥, 𝑧)𝑑𝑧

𝑝𝜃(𝑥, 𝑧) = 𝑝𝜃(𝑥|𝑧)𝑝(𝑧)

The conditional probability 𝑝𝜃(𝑥|𝑧) for a particular value of 𝑧 is a simple factorized

distribution, e.g. a Gaussian for continuous data or Bernoulli for discrete data, whose

parameters are output by a neural network, i.e. a stochastic decoder with parameters

𝜃. The prior on the latent variables 𝑝(𝑧) is a predefined, simple distribution, typically,

𝑝(𝑧) = 𝑁(𝑧; 0, 𝐼).

Given a dataset x = 𝑥(0), ..., 𝑥(𝑁) of i.i.d. samples from 𝑝(𝑥), we wish to maximize

the marginal (log) likelihood of the data 𝑝𝜃(x). However, optimizing the log likelihood

function directly is intractable. Instead, a variational approximation to the true

posterior is introduced, 𝑞𝜑(𝑧|𝑥) ≈ 𝑝(𝑧|𝑥), parameterized by a Gaussian inference

network, i.e. a stochastic encoder with parameters 𝜑.

With this variational approximation, the training objective can now be formulated

as a lower bound of the log-likelihood, i.e. the Evidence Lower Bound (ELBO):

log 𝑝𝜃(𝑥) ≥ E𝑞𝜑(𝑧|𝑋)[log 𝑝(𝑧|𝑥)]−𝐷𝐾𝐿(𝑞𝜑(𝑧|𝑥)||𝑝(𝑧)) ≜ ℒ(𝑥; 𝜃, 𝜑)

The expectation in the first term of the ELBO can be computed using Monte Carlo

estimation, typically using one sample, and deterministic gradients with respect to 𝜃

and 𝜑 can be computed with the reparameterization trick [36, 64]. Stated simply, the

objective function for the VAE consists of a reconstruction error (as in the standard

autoencoder) and a regularization term on the latent embedding.

A downstream application of VAEs is that they provide an embedding or feature

representation of the data from approximate samples from the posterior distribution

over the latent variables 𝑝(𝑧|𝑥). These low-dimensional embeddings can be more

descriptive than linear embeddings (e.g. from PCA) and more robust and poten-

tially more easily separable than non-generative autoencoders due to the use of the

independent latent Gaussian posteriors.
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2.4 Computer Vision

In this last section, we briefly overview a related research area in computer vision that

has largely developed in parallel with cryo-EM reconstruction – neural rendering for

novel view synthesis.

2.4.1 Novel View Synthesis

In computer vision, the task of novel view synthesis aims to learn a representation of

a 3D scene or object given a dataset of 2D images in order to render novel views from

this scene. A fundamental difference between this task and cryo-EM reconstruction is

the imaging modality: instead of reconstructing noisy integral projections from an

electron microscope, a “reconstruction” is performed by synthesizing natural RBG

images, typically of the same object with known camera poses. There are many

possible parameterizations to represent the 3D scene or object (e.g. signed distance

functions, occupancy fields, or point clouds). Several research directions aim to

improve the scene representation, for example, to enable high quality photorealistic

representations, fast rendering, and to include geometric equivariances. There are also

many downstream extensions and related applications to novel view synthesis (e.g.

semantic understanding of the underlying scene or generalization between scenes). See

Tewari et al. for a review of neural rendering methods and their applications [86]. A

research direction that is particularly related to the methods described in this thesis

is in developing implicit neural representations of the scene, which we highlight next.

2.4.2 Coordinate-based representations

Neural fields was recently proposed as an overarching descriptor of the coordinate-

based neural network architecture used in NeRF, cryoDRGN, and other modeling

tasks [94]. A neural field uses a neural network to directly model a continuous function

that maps spatial coordinates to values, e.g. for a 3D density volume, a function

𝑓𝜃 : R3 → R.

Many of the early examples of neural fields model functional representations of
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images or distribution of images (i.e. a 2D field of RGB values). Examples include

compositional pattern producing networks (CPPNs) [82], CocoNet [8], and spatial-

VAE [5]. In CocoNet, the network is used to memorize the image, which can then

be used for various tasks such as denoising and upsampling. In spatial-VAE, latent

geometric variables (e.g. 2D rotations) can be explicitly modeled as their geometric

transformation of the input coordinates in order to learn latent image factors and help

disentangle positional information from image content. In other graphics applications,

a coordinate representation was used in learning generative models over texture

fields [29, 53, 62, 61] and radiance functions [63]. For modeling 3D scenes from 2D

images, Sitzmann et al. proposed Scene Representation Networks (SRN), which used

a coordinate-based representation of 3D scenes learned from posed 2D images, capable

of generalizing across scenes [80].

Until recently, continuous coordinate-based representations were unable to model

high resolution, photorealistic features competitively with discretized voxel-based

representations. To address this bottleneck, in cryoDRGN, we modified a coordinate

MLP representation for the density volume by introducing a positional encoding of

the input coordinates, which significantly improved the representation capacity of the

neural model [97]. This representation was also proposed in Neural Radiance Fields

for novel view synthesis of natural scenes [44], which we describe in the next section.

2.4.3 Neural Radiance Fields

Mildenhall, Srinivasan, Tancik, et al. introduced Neural Radiance Fields (NeRF), a

simple fully-connected neural network capable of representing a single 3D scene with

photorealistic quality [44]. More specifically, scenes are represented as a 5-D function,

𝑓𝜃 : (x,d) → (c, 𝜎) mapping from 3D location x and 2D viewing direction d to an

emitted color c = (𝑟, 𝑔, 𝑏) and volume density 𝜎. Differentiable volume rendering

is used to train and to render new scenes from this representation. As standard

MLPs are poorly suited to modeling complex functions with low-dimensional domain

(e.g. a function over x-y-z Cartesian coordinates), they proposed featurizing the

input coordinates using a positional encoding function (a sinusoidal basis) inspired
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from the transformer literature [89]. Follow up work leverages neural tangent kernel

theory to explain how this sinusoidal feature mapping allows neural networks to learn

high frequency functions in low dimensional domains [84]. Since the publication

of NeRF, the field has exploded with NeRF-related follow-up work, exploring many

downstream problems and applications, perhaps a testament to the surprising simplicity

and effectiveness of the model architecture. Many new research directions explore

challenges in applying these methods in real application settings (e.g. unknown camera

poses, poor lighting, low compute budget, and dynamic scenes) [86].
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Chapter 3

CryoDRGN: A neural model for

cryo-EM reconstruction

Single particle cryo-EM is uniquely poised to visualize the dynamics of large macro-

molecular machines (Chapter 2). However, the structural variability of imaged

biomolecular complexes complicates the 3D reconstruction process and is typically

addressed using discrete clustering approaches that fail to capture the full range of

protein dynamics.

In this chapter, we introduce the main contribution of this thesis: a neural method,

cryoDRGN (Deep Reconstructing Generative Networks), for heterogeneous cryo-EM

reconstruction. We propose a deep generative model of volumes for 3D cryo-EM

reconstruction. The model is trained from unlabelled 2D images, and we show that it

can learn can learn continuous deformations in protein structure.

This chapter presents work described in [13] performed jointly with Tristan Bepler,

Joey Davis, and Bonnie Berger and presented at the 2020 International Conference of

Learning Representations.
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Figure 3-1: Architecture of cryoDRGN’s neural model of cryo-EM density.

3.1 Methods

3.1.1 Volume representation

The cryoDRGN method proposes a new representation for modeling cryo-EM volumes

using neural networks (Figure 3-1). Instead of the typical voxel-based representation

for volumes, which discretizes an inherently continuous function, here, a neural network

is used to model the continuous density function, 𝑉 : R3 → R. Given 3D Cartesian

coordinates x (i.e. x-y-z values), the model outputs a prediction of the density at that

location in space. This function is approximated using a dense, fully-connected neural

network, also called a multi-layer perceptron (MLP).

Instead of directly providing 3D Cartesian coordinates x to the MLP, the input

coordinates are first featurized using a fixed positional encoding function consisting

of 𝐷 sinusoids at varying frequency. This choice of parameterization was originally

inspired from the transformer literature [10], which uses this featurization to provide

contextual information on the position of words within sequences.

𝑝𝑒(2𝑑)(𝑘) = 𝑐𝑜𝑠(𝛾(𝑑)𝑘); 𝑑 = 0, ...𝐷/2− 1 (3.1)

𝑝𝑒(2𝑑+1)(𝑘) = 𝑠𝑖𝑛(𝛾(𝑑)𝑘); 𝑑 = 0, ...𝐷/2− 1 (3.2)
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Figure 3-2: Result after regressing a coordinate MLP modeling 𝑓𝜃 : R2 → R to
the ground truth signal with and without the positional encoding (PE) of input
coordinates.

𝛾(𝑑) = 𝐷𝜋

(︂
2

𝐷

)︂𝑑/(𝐷/2−1)

(3.3)

Without this featurization, the coordinate MLP is poorly suited to learning high

frequency signals. We empirically show this through a simple toy experiment where

we regress a coordinate MLP to memorize a black and white image (i.e. a 2D function)

with and without the positional encoding of input coordinates (Figure 3-2).

In the cryo-EM reconstruction setting, the coordinate MLP is used to model

volumes in the frequency domain. We investigated both a Fourier or Hartley domain

representation. In the Fourier domain, input coordinates 𝑘 are wavevectors, and

the outputs are coefficients of the real and imaginary components of the signal at 𝑘.

Modeling the volume in the frequency domain allows us to efficiently relate 2D images

as slices out of the 3D volume via the Fourier slice theorem. We also explore a Hartley

domain representation of the volume function, which is closely related to the Fourier

representation as the real minus the imaginary component for real-valued functions.

Without loss of generality, we assume a length scale of the volume representation

that restricts the support of the volume to a sphere of radius 0.5. The wavelengths of

the positional encoding in Equations 3.1 and 3.2 thus follow a geometric series spanning

the Fourier basis from wavelength 1 to the Nyquist limit (2/𝐷) of the image data.

While this encoding empirically works well for noiseless data, we obtain better results

with a slightly modified featurization for noisy datasets consisting of a geometric series
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that excludes the top 10 percentile of highest frequency components of the noiseless

positional encoding.

The computer vision literature has since popularized this model architecture

through the introduction of neural radiance fields (NeRF) and the subsequent explosion

of literature using, adapting, and improving upon NeRF models (See Section 2.4).

Follow up work leverages neural tangent kernel theory to explain how this sinusoidal

feature mapping allows neural networks to learn high frequency functions in low

dimensional domains [9]. In a later version of cryoDRGN (software version 1.0),

instead of geometrically-spaced, axis-aligned Fourier features, we follow Tancik et al.

[9] and use frequencies sampled from a Gaussian distribution.

3.1.2 Generative model

Our volume representation extends naturally to modeling continuous generative factors

of structural heterogeneity. Instead of approximating a single volume, 𝑉 : R3 → R,

we propose a deep generative model to approximate the function, 𝑉 : R3+𝑛 → R,

representing a continuous n-dimensional manifold of 3D density volumes in the Fourier

domain.

Specifically, the volume 𝑉 is modelled as a probabilistic decoder 𝑝𝜃(𝑉 |𝑘, 𝑧), where

𝜃 are parameters of a multilayer perceptron (MLP). Given Cartesian coordinates

𝑘 ∈ R3 and continuous latent variable 𝑧, the decoder outputs distribution parameters

for a Gaussian distribution over 𝑉 (𝑘, 𝑧), i.e. the density of volume 𝑉𝑧 at frequency 𝑘

in Fourier space. Here, these coordinates are explicitly treated as each pixel’s location

in 3D Fourier space and thus enforce the topological constraints between 2D views in

3D via the Fourier slice theorem.

By the image formation model, each image corresponds to an oriented central

slice of the 3D volume in the Fourier domain (Section 2). During training, the 3D

coordinates of an image’s pixels can be explicitly represented by the rotation of a

𝐷 ×𝐷 lattice initially on the x-y plane. Under this model, the log probability of an

image, 𝑋̂, represented as a vector of size 𝐷 ×𝐷, given the current MLP, latent pose

variables 𝑅 ∈ 𝑆𝑂(3) and 𝑡 ∈ R2, and unconstrained latent variable, 𝑧, is:
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log 𝑝(𝑋̂|𝑅, 𝑡, 𝑧) = log 𝑝(𝑋̂ ′|𝑅, 𝑧) =
∑︁
𝑖

log 𝑝𝜃(𝑉 |𝑅𝑇 𝑐
(𝑖)
0 , 𝑧) (3.4)

where 𝑖 indexes over the coordinates of a fixed lattice 𝑐0. Note that 𝑋̂ ′ = 𝑆(−𝑡)𝑋̂

is the centered image, where 𝑆 is the phase shift operator corresponding to image

translation in real space. We define 𝑐0 as a vector of 3D coordinates of a fixed lattice

spanning [−0.5, 0.5]2 on the x-y plane to represent the unoriented coordinates of an

image’s pixels.

3.1.3 Inference

We employ a standard VAE for approximate inference of the latent variable 𝑧, but

use a global search to infer the pose 𝜑 = (𝑅, 𝑡) using a branch and bound algorithm.

Variational encoder: As each cryo-EM image is a noisy projection of an instance

of the volume at a random, unknown pose (viewing direction), the image encoder

aims to learn a pose-invariant representation of the protein’s structural heterogeneity.

Following the standard VAE framework, the probabilistic encoder 𝑞𝜉(𝑧|𝑋̂) is a MLP

with variational parameters 𝜉 and Gaussian output with diagonal covariance. Given

an input cryo-EM image 𝑋̂, represented as a 𝐷×𝐷 vector, the encoder MLP outputs

𝜇𝑧|𝑋̂ and Σ𝑧|𝑋̂ , statistics that parameterize an approximate posterior to the intractable

true posterior 𝑝(𝑧|𝑋̂). The prior on 𝑧 is a standard normal, 𝒩 (0, I).

Pose inference: We perform a global search over 𝑆𝑂(3)× R2 for the maximum-

likelihood pose for each image given the current decoder MLP and a sampled value of

𝑧 from the approximate posterior. Two techniques are used to improve the efficiency

of the search over poses: (1) discretizing the search space on a uniform grid and

sub-dividing grid points after pruning candidate poses with branch and bound (BNB),

and (2) band pass limiting the objective to low frequency components and incremen-

tally increasing the k-space limit at each iteration (frequency marching). The pose

inference procedure encodes the intuition that low-frequency components dominate

pose estimation, and is fully described in Section 3.4.

In summary, for a given image 𝑋̂𝑖, the image encoder produces 𝜇𝑧|𝑋̂𝑖
and Σ𝑧|𝑋̂𝑖

. A
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Figure 3-3: CryoDRGN model architecture. We use a VAE to perform approximate
inference for latent variable 𝑧 denoting image heterogeneity. The decoder reconstructs
an image pixel by pixel given 𝑧 and 𝑝𝑒(𝑘), the positional encoding of 3D Cartesian
coordinates. The 3D coordinates corresponding to each image pixel are obtained by
rotating a 𝐷 ×𝐷 lattice on the x-y plane by 𝑅, the image orientation. The latent
orientation for each image is inferred through a branch and bound global optimization
procedure (not shown).

sampled value of the latent 𝑧𝑖 ∼ 𝒩 (𝜇𝑧|𝑋̂𝑖
,Σ𝑧|𝑋̂𝑖

) is broadcast to all pixels. Given 𝑧𝑖

and the current decoder, BNB orientational search identifies the maximum likelihood

rotation 𝑅𝑖 and translation 𝑡𝑖 for 𝑋̂𝑖. The decoder 𝑝𝜃 then reconstructs the image pixel

by pixel given the positional encoding of 𝑅𝑇
𝑖 𝑐0 and 𝑧𝑖. The phase shift corresponding

to 𝑡𝑖 and optionally the microscope CTF 𝑔𝑖 is then applied on the reconstructed pixel

intensities. Following the standard VAE framework, the optimization objective is the

variational lower bound of the model evidence:

ℒ(𝑋̂𝑖; 𝜉, 𝜃) = E𝑞𝜉(𝑧|𝑋𝑖)
[log 𝑝𝜃(𝑋̂𝑖|𝑧)]−𝐾𝐿(𝑞𝜉(𝑧|𝑋̂𝑖)||𝑝(𝑧)) (3.5)

where the expectation of the log likelihood is estimated with one Monte Carlo

sample. By comparing many 2D slices from the imaging dataset, the volume can be

learned through feedback from these single views. Furthermore, this learning process is

denoising as overfitting to noise from a single image would lead to higher reconstruction

error for other views. We note that the distribution of 3D volumes models heterogeneity

within a single imaging dataset, capturing structural variation for a particular protein

or biomolecular complex, and that a separate network is trained per experimental

dataset. Unless otherwise specified, the encoder and decoder networks are both MLPs
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containing 10 hidden layers of dimension 128 with ReLU activations for the results

presented in this chapter. Further architecture and implementation details are given

in Section 3.4.

3.2 Results

In this section, we present both qualitative and quantitative results for 1) homogeneous

cryo-EM reconstruction, validating that cryoDRGN reconstructed volumes match those

from existing tools; 2) heterogeneous cryo-EM reconstruction with pose supervision,

demonstrating automatic learning of the latent manifold that previously required

many expert-guided rounds of multiclass refinement; and 3) ab initio reconstruction

of continuous distributions of 3D protein structures, a capability not provided by any

existing tool at the time of publication.

3.2.1 Ab initio homogeneous reconstruction

We first evaluate cryoDRGN on homogeneous datasets, where existing tools are capable

of reconstruction. We create two synthetic datasets following the cryo-EM image

formation model (image size D=128, 50k projections, with and without noise), and use

one real dataset from EMPIAR-10028 consisting of 105,247 images of the 80S ribosome

downsampled to image size D=90. The encoder network is not used in homogeneous

reconstruction. As a baseline for comparison, we perform homogeneous ab-initio

reconstruction followed by iterative refinement in cryoSPARC [8]. We compare against

cryoSPARC as a representative of traditional state-of-the-art tools. Further dataset

preprocessing and training details are given in Section 3.4.

We find that cryoDRGN inferred poses and reconstructed volumes match those

from state of-the-art tools. The similarity of the volumes to the ground truth can be

quantified with the with the Fourier shell correlation (FSC) curve1. Reconstructed

1The FSC curve measures correlation between volumes as a function of radial shells in Fourier
space. The field currently lacks a rigorous method for measuring the quality of reconstruction. In
practice, however, resolution is often reported as 1/𝑘0 where 𝑘0 = argmax𝑘 𝐹𝑆𝐶(𝑘) < 𝐶 and 𝐶 is
some fixed threshold.
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Dataset
Method No Noise SNR=0.1

cryoSPARC 0.0009 / 0.47 0.002 / 0.64
cryoDRGN 0.0004 / 0.27 0.003 / 0.38

Table 3.1: Homogeneous reconstruction pose accuracy quantified by median rota-
tion/translation error to the ground truth image poses. Rotation/translation error is
defined as the squared Frobenius/L2 norm after a global alignment of the reconstructed
volumes.

volumes and quantitative comparison with the FSC curve is given in Figure 3-6.

Pose error to the ground truth image poses are given in Table3.1. For the real cryo-

EM dataset (no ground truth), the median pose difference between cryoDRGN and

cryoSPARC reconstructions is 0.002 for rotations and 1.0 pixels for translations, and

the resulting volumes are correlated above a FSC cutoff of 0.5 across all frequencies.

3.2.2 Heterogeneous reconstruction with pose supervision

Next, we evaluate cryoDRGN for heterogeneous cryo-EM reconstruction on EMPIAR-

10076, a real dataset of the E. coli large ribosomal subunit (LSU) undergoing assembly

(131,899 images, downsampled to D=90) [3]. Here, poses are obtained through

alignment to an existing structure of the LSU and treated as known during training.

In the original analysis of this dataset, multiple rounds of discrete multiclass refinement

with varying number of classes followed by human comparison of similar volumes were

used to identify 4 major structural states of the LSU. We train cryoDRGN with a

1-D latent variable treating image pose as fixed to skip BNB pose inference. As a

baseline, we reproduce the published structures originally obtained through multiclass

refinement with cryoSPARC. Further baseline and training details are given in Section

3.4.

We find that cryoDRGN automatically identifies all 4 major states of the LSU

(Figure 3-4a). Quantitative comparison with FSC curves1 and additional volumes

along the latent space are shown in Figure 3-8. We compare the cryoDRGN latent

encoding 𝜇𝑧|𝑋 for each image to the MAP cluster assignment in cryoSPARC and
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Figure 3-4: a) Volumes generated at values of the latent encoding (at the dashed
lines) and the corresponding published volumes of the 4 major states of the LSU. b)
Histogram of latent encodings from cryoDRGN, colored by cluster assignment from a
discrete multiclass reconstruction in cryoSPARC.

find that the learned latent manifold aligns with cryoSPARC clusters (Figure 3-4b).

CryoDRGN identifies subpopulations in some of the cryoSPARC clusters (e.g. Class

D), which is partitioned by a subsequent round of cryoSPARC multiclass refinement

(Figure 3-9). Published structures A and F correspond to impurities in the sample.

CryoDRGN correctly assigns images from these impurities to distinct clusters, but

does not learn their correct structure since the poses inferred from aligning to the

LSU template structure are incorrect.

3.2.3 Ab initio heterogeneous reconstruction

We test the ability of cryoDRGN to perform ab initio heterogeneous reconstruction

from datasets with different latent structure. We generate four datasets (each 50k

projections, D=64) from an atomic model of a protein complex, containing either a

1D continuous motion, 2D continuous motion, 1D continuous circular motion, or a

mixture of 10 discrete conformations (Figure 3-8). We train cryoDRGN with a 1D
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Figure 3-5: Left: Ground truth volume containing a continuous circular 1D motion.
Middle: Reconstructed structures from cryoDRGN match the ground truth volumes
with the correct continuous deformation. We visualize 10 structures (superimposed)
sampled at the depicted points in the latent space. The distribution of images in
the latent space (visualized in 2D with PCA) matches the topology of the true
data manifold. Right: Reconstructed volumes from discrete 3-class reconstruction in
cryoSPARC and the distribution of images over the three reconstructed volumes.

Dataset cryoDRGN cryoDRGN+tilt cryoSPARC

Linear 1D motion 2.50(0.62) 2.35(0.36) 3.60(2.27)
Linear 2D motion 4.44(2.50) 2.93(1.02) 6.90(3.77)
Circular 1D motion 4.05(2.40) 2.63(0.74) 4.87(2.17)
Discrete 10 class 4.95(3.16) 2.58(1.00) 5.69(5.15)

Table 3.2: Reconstruction accuracy quantified by an FSC=0.5 resolution metric
between the reconstructed volumes corresponding to each image and its ground truth
volume. We report the average and standard deviation across 100 images in the
dataset (lower is better; best possible is 2 pixels).
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latent variable for the linear 1D dataset and a 10D latent variable for the other 3

datasets. As a baseline, we perform multiclass reconstruction in cryoSPARC sweeping

K=2-5 classes. We compare against K=3, which had the best qualitative results.

We also propose a modification to cryoDRGN in order to train on tilt series pairs

datasets. Tilt series pairs is a variant of cryo-EM in which, for each image 𝑋𝑖, a

corresponding image 𝑋
′
𝑖 is acquired after tilting the imaging stage by a known angle.

This technique was originally employed to identify the chirality of molecules [2], which

is lost in the projection from 3D to 2D. We propose using tilt series pairs to encourage

invariance of 𝑞𝜉 with respect to pose transformations for a given 𝑉z (and incidentally

to identify the chirality of 𝑉z). We make minor modifications to the architecture as

described in Section 3.4.

In Figure 3-5, we show that cryoDRGN reconstructed volumes for the circular

1D dataset qualitatively match the ground truth structures. Note that while we

only visualize 10 structures sampled along the latent space, the volume decoder

can reconstruct the full continuum of states. In contrast, cryoSPARC multiclass

reconstruction, a discrete mixture model of independent structures, is only able

to reconstruct 2 (originally unaligned) structures which resemble the ground truth.

Volumes contain blurring artifacts from clustering images from different conformations

into the assumed-homogeneous clusters in the mixture model. Results for the remaining

datasets are given in Figures 3-11-3-14.

We quantitatively measure performance on this task with a “per-image FSC”

resolution metric computed between the MAP volume for each image 𝑉𝑧𝑖|𝑋̂𝑖
and the

ground truth volume which generated each image, averaged across images in the

dataset (Table 3.2). We find that cryoDRGN reconstruction accuracy is much higher

than state-of-the-art discrete multiclass reconstruction in cryoSPARC, with further

improvement achieved by training on tilt series pairs.
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3.3 Conclusions

We present a novel neural network-based reconstruction method for single particle cryo-

EM that learns continuous variation in protein structure. We applied cryoDRGN on a

real dataset of highly heterogeneous ribosome assembly intermediates and demonstrate

automatic partitioning of structural states. In the presence of simulated continuous

heterogeneity, we show that cryoDRGN learns a continuous representation of structure

along the true reaction coordinate, effectively disentangling imaging orientation from

intrinsic structural heterogeneity. The techniques described here may also have broader

applicability to image and volume generative modelling in other domains of computer

vision and 3D shape reconstruction.
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3.4 Appendix - Methods

3.4.1 Branch and bound implementation details

We perform a global search over 𝑆𝑂(3) × R2 for the maximum-likelihood pose for

each image given the current decoder MLP. Two techniques are used to improve the

efficiency of the search over poses: (1) discretizing the search space on a uniform grid

and sub-dividing grid points after pruning candidate poses with branch and bound, and

(2) band pass limiting the objective to low frequency components and incrementally

increasing the k-space limit at each iteration (frequency marching).

Our branch and bound algorithm for pose optimization is given in Algorithm 1.

Briefly, we discretize 𝑆𝑂(3) uniformly using the Hopf fibration [12] at a predefined base

resolution of the grid and incrementally increase the grid resolution by sub-dividing

grid points. At each resolution of the grid, the set of candidate poses is pruned

using a branch and bound (BNB) optimization scheme, which alternates between a

computationally inexpensive lower bound on the objective function evaluated at all

grid points and an upper bound consisting of the true objective evaluated on the best

lower-bound candidate. Grid points whose lower bound is higher than this value are

excluded for subsequent iterations. In our case, the loss is evaluated on low-frequency

components of the image; specifically, Fourier components with |k| < 𝑘𝑚𝑎𝑥 is an

effective lower bound, as it is both inexpensive to compute and captures most of the

power (and thus the error). This bound encodes the intuition that low-frequency

components dominate pose estimation. We concomitantly increase 𝑘𝑚𝑎𝑥 at each

iteration of grid subdivision.

At each iteration, some poses are excluded by BNB, and the remaining poses are

further discretized. Although BNB is risk-free in the sense that the optimal pose at a

given resolution will not be pruned, our application of it is not risk-free as a candidate

pose with high loss at a given resolution doesn’t guarantee that its neighbor in the

next iteration will not have a lower loss. Irrespective, in practice, we find that at a

sufficiently fine base resolution, we obtain good results on a tractable timescale (hours
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on a single GPU).2

We reimplement the uniform multiresolution grids on 𝑆𝑂(3) based on [12], using

the Healpix [4] grid for the sphere and the Hopf fibration to uniformly lift the grid to

𝑆𝑂(3). The base grid on 𝑆𝑂(3) contains 576 orientations. We use the ordinary grid

for translations containing 72 points with an extent of 20 pixels for D=128 datasets.

We subdivide the grid 5 times for a final resolution of 0.92 degrees for the orientation

and 0.08 pixels for the translation. For D=64 datasets, we use a translational grid

with extent of 10 pixels.

Algorithm 1 CryoDRGN branch and bound with frequency marching

1: procedure optphi(𝑋̂, 𝑉z) ◁ Find the optimal image pose given the current

decoder

2: 𝑘𝑚𝑖𝑛 ← 12, 𝑘𝑚𝑎𝑥 ← 𝐷/2, 𝑁𝑖𝑡𝑒𝑟 ← 5

3: Φ← 𝑆𝑂(3)× R2 grid at base resolution

4: 𝑘 ← 𝑘𝑚𝑖𝑛

5: for 𝑖𝑡𝑒𝑟 = 1 . . . 𝑁𝑖𝑡𝑒𝑟 do

6: for 𝜑𝑖 ∈ Φ do ◁ Compute lower bound at all grid points

7: 𝑙𝑏(𝜑𝑖)← loss between 𝑋̂ and slice(𝑉z, 𝜑𝑖) at k < 𝑘

8: 𝜑* ← argmin(𝑙𝑏)

9: 𝑢𝑏← loss between 𝑋̂ and slice(𝑉z, 𝜑
*) at k < 𝑘𝑚𝑎𝑥 ◁ Compute upper

bound

10: Φ𝑛𝑒𝑤 ← {}

11: for 𝜑𝑖 ∈ Φ do ◁ Subdivide grid points below the upper bound

12: if 𝑙𝑏(𝜑𝑖) < 𝑢𝑏 then

13: Φ𝑛𝑒𝑤 ← Φ𝑛𝑒𝑤 ∪ subdivide(𝜑𝑖)

14: Φ← Φ𝑛𝑒𝑤

15: 𝑘 ← 𝑘 + (𝑘𝑚𝑎𝑥 − 𝑘𝑚𝑖𝑛)/(𝑁𝑖𝑡𝑒𝑟 − 1) ◁ Increase frequency band limit

16: return 𝜑*

2The difference in loss between nearby poses could be incorporated into the BNB lower bound,
but this would require assumptions about the smoothness of the loss with respect to pose. We leave
this detail for future work.
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3.4.2 Training details

Given an imaging dataset, 𝑋̂1, ...𝑋̂𝑁 , we summarize three training paradigms of

cryoDRGN. 1) For homogeneous reconstruction, we only train the volume decoder

𝑝𝜃 and perform BNB pose inference for the unknown 𝜑𝑖’s for each image. 2) As an

intermediate task, we can perform heterogeneous reconstruction training the image

encoder 𝑞𝜉 and the volume decoder 𝑝𝜃 with known 𝜑𝑖’s to skip BNB pose inference.

3) For ab initio heterogeneous reconstruction, we jointly train 𝑞𝜉 and 𝑝𝜃 to learn a

continuous latent representation, performing BNB pose inference for the unknown

pose of each image.

Unless otherwise specified, the encoder and decoder networks are both MLPs

containing 10 hidden layers of dimension 128 with ReLU activations. A fully connected

architecture is used instead of a convolutional architecture because the images are not

represented in real space.

Instead of representing both the real and imaginary components of each image,

we use the closely-related Hartley space representation [5]. The Hartley transform of

real-valued functions is equivalent to the real minus imaginary component of the FT,

and thus is real valued. The Fourier slice theorem still holds and the error model is

equivalent.

In this work, we simplify the image generation model to Gaussian white noise.

Therefore, for a given image, the negative log likelihood for a reconstructed slice from

the decoder corresponds to the mean squared error between the phase-shifted image

and the oriented slice from the volume decoder. We leave the implementation of a

colored noise model to future work.

We use the Adam optimizer [6] with learning rate of 5e-4 for experiments involving

noiseless, homogeneous datasets, and 1e-4 for all other experiments. All models are

implemented in PyTorch [7].
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3.5 Homogeneous reconstruction

3.5.1 Dataset preparation

Simulated datasets: From a ground truth 3D volume, we simulated datasets following

the cryo-EM image formation model by 1) rotating the 3D volume in real space by 𝑅,

where 𝑅 ∈ 𝑆𝑂(3) is sampled uniformly, 2) projecting (integrating) the volume along

the z-axis, 3) shifting the resulting 2D image by 𝑡, where 𝑡 is sampled uniformly from

[−10, 10]2 pixels, and 4) optionally adding noise to an SNR of 0.1, a typical value for

cryo-EM data [1]. Following convention in the cryo-EM field, we define SNR as the

ratio of the variance of the signal to the variance of the noise. We define the noise-free

signal images to be the entire DxD image. 50k projections were generated for each

dataset with image size of D=128.

Real dataset: To generate the real cryo-EM dataset for homogeneous reconstruction,

images from EMPIAR-10028 [11] were downsampled by a factor of 4 by clipping in

Fourier space. The images were then ’phase flipped’ in Fourier space by their contrast

transfer function, a given real-valued function with range [−1, 1] determined by the

microscopy conditions, i.e. the Fourier components are negated where the CTF is

negative.

3.5.2 Training

For each dataset, we train the volume decoder (10 hidden layers of dimension 128)

in minibatches of 10 images with random orientations for the first epoch to learn a

volume with roughly correct spatial extent, followed by 4 epochs with branch and

bound (BNB) pose inference (30 min/epoch noiseless, 80 min/noisy datasets). Since

BNB pose inference is the bottleneck during training, we employ a multiscale training

protocol, where after 4 epochs with BNB pose inference, the latent pose is fixed, and

we train a separate, larger volume decoder (10 hidden layers of dimension 500) for 15

epochs with fixed poses to “refine” the structure to high resolution (20 min/epoch).

Training times are reported for 50k, D=128 image datasets trained on a Nvidia Titan
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V GPU.

3.5.3 Supplementary results

Figure 3-6: Left: CryoDRGN ab initio homogeneous reconstruction on 2 synthetic
datasets and 1 real cryo-EM dataset matches the state of the art. Right: Fourier shell
correlation (FSC) curves between the reconstructed volume and the ground truth
volume for the synthetic ribosome datasets.

3.6 Heterogeneous ribosome reconstruction with pose

supervision

Dataset preparation: We used the dataset from EMPIAR-10076 which contains 131,899

images of the E. coli large ribosomal subunit (LSU) in various stages of assembly

[3]. Images were downsampled to D=128 by clipping in Fourier space. Poses were

determined by aligning the images to a mature LSU structure obtained from a

homogeneous reconstruction of the full resolution dataset in cryoSPARC, i.e. “a

consensus reconstruction”.

Baseline: In the original analysis of this dataset, multiple rounds of multiclass

refinement in sweeps of varying number of classes followed by expert manual alignment

and clustering of similar volumes were used to identify 6 classes, labeled A-F consisting
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Figure 3-7: Reconstructed volumes from cryoSPARC multiclass refinement using the
published structures of the 6 major states, low pass filtered to 25 Å as initial models.
Right: FSC curves between the cryoSPARC reconstructed and published volumes.

of 4 major structural states of the LSU (classes B-E) and 2 additional structures of

the 70S and 30S ribosome, class A and F, respectively.

Since the published dataset did not contain the corresponding image cluster

assignments, we perform multiclass refinement in cryoSPARC using the published

structures of the 6 major states, low pass filtered to 25 Å as initial models, to reproduce

the results and obtain image cluster assignments. Aside from class A and F (low

population impurities in the sample), the remaining structures correlate well with the

published volumes (Figure 3-7).

cryoDRGN training: We train cryoDRGN with a 1-D latent variable in minibatches

of 10 images for 200 epochs, treating image pose as fixed (11 min/epoch on a Nvidia

Titan V GPU). To simplify representation learning for 𝑞𝜉, we center and phase flip

images before inputting to the encoder. We encode and decode a circle of pixels with

diameter D=128 instead of the full 128x128 image.
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3.6.1 Supplementary results

Figure 3-8: Left: Latent encoding for each image of the dataset from EMPIAR-10076.
Bottom: Volumes from 12 sampled values along the latent space (dashed lines). Right:
Fourier shell correlation (FSC) curves for 4 structures against the published volumes
for classes B-E from corresponding to structural states of the large ribosomal subunit
during assembly [3].

Figure 3-9: The latent encoding aligns with cluster assignments from a successive
round of multiclass refinement in cryoSPARC on the subset of images from class D
and E.

3.7 Ab initio heterogeneous reconstruction

3.7.1 Dataset preparation

Linear 1D motion: We generated a dataset containing one continuous degree of

freedom as follows: From an atomic model of a protein complex, a single bond in

the atomic model was rotated while keeping the remaining structure fixed, and 50

atomic models were sampled along this reaction coordinate. 1000 projections with
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random rotations and in-plane translations were generated for each model, yielding a

total of 50k images, approximating a uniform distribution along a continuous reaction

coordinate.

Linear 2D motion: We extended the linear 1D motion dataset by introducing a

second degree of freedom from rotating a bond in the atomic model that connected a

different protein in the complex. Similar to the 1D motion dataset, from a starting

configuration, the original bond was rotated +/ − 𝑁 degrees, and 50 models were

sampled along this reaction coordinate. Then from the starting conformation, the

second bond was rotated +/ − 90 degrees, and 50 additional models were sampled

along the second reaction coordination. 500 projections were generated from each

model, yielding a total of 50k images.

Circular 1D motion: For this dataset, we rotated a bond a full 360 degrees and

sample 100 models along this circular reaction coordinate. 500 projections were

generated from each model, yielding a total of 50k images.

Discrete 10 class: For this dataset, we sampled 10 random configurations for the

proteins in the complex. 5000 projection images were generated from each model,

yielding a dataset containing a mixture of 10 discrete states.

For all four datasets, random rotations were generated uniformly from 𝑆𝑂(3), and

translations were sampled uniformly from [−5, 5] pixels. The image size was D=64

with absolute spatial extent of 720 Å and Nyquist limit of 22.5 Å. A schematic of the

simulated motions are shown in Figure 3-10.
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Figure 3-10: The ground truth atomic model and the heterogeneity introduced for
synthetic datasets.

3.7.2 Tilt series pairs

Tilt series pairs is a variant of cryo-EM in which, for each image 𝑋𝑖, a corresponding

image 𝑋
′
𝑖 is acquired after tilting the imaging stage by a known angle. This technique

was originally employed to identify the chirality of molecules [2], which is lost in the

projection from 3D to 2D and therefore cannot be inferred from standard cryo-EM.

Inferential procedures such as expectation maximization converge to one handedness

or the other depending on their initialization. In multiclass reconstruction, different

classes are not guaranteed to possess the same handedness even if there is a high

relatedness between structures. We remark on this experimental technique as we

propose using tilt series pairs to encourage invariance of 𝑞𝜉 with respect to pose

transformations for a given 𝑉z (and incidentally also to identify the chirality of 𝑉z).

To train on tilt series pairs, the encoder is split into two MLPs, the first learning an
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cryoSPARC
Dataset K=2 K=3 K=4 K=5

Linear 1D motion 5.11(3.82) 3.60(2.27) 7.40(4.16) 7.59(4.58)
Linear 2D motion 6.89(2.21) 6.90(3.77) 5.98(2.10) 6.76(4.47)
Circular 1D motion 5.16(2.70) 4.87(2.17) 7.50(3.32) 4.62(1.93)

Table 3.3: CryoSPARC reconstruction accuracy quantified by per-image FSC for
different numbers of classes K. We report the average and standard deviation across
100 images in the dataset (lower is better; best possible is 2 pixels).

intermediate encoding of each image, and the second mapping the concatenation of

the two encodings to the latent space. We use an 8 layer MLP with output dimension

128 for the former and a 2 layer MLP with input dimension 256 for the latter. All

hidden layers have dimension 128. For branch and bound, the combined loss over

both images is evaluated for each grid point of 𝑆𝑂(3)× R2. To generate the image

𝑋𝑡𝑖𝑙𝑡,𝑖 associated with 𝑋𝑖, prior to rotating the volume by 𝑅𝑖, we rotate the volume by

a constant 45 degrees around the x-axis.

3.7.3 Training

We trained cryoDRGN in minibatches of 5 images for 40 epochs without tilt series pairs

and 20 epochs with tilt series pairs. We trained a 1-D latent variable for the linear

1D motion dataset, and 10-D latent variables for the remaining datasets. Random

angles were used for the first epoch of training to learn roughly the correct spatial

extent of the volume and BNB pose inference was used for the remaining epochs. The

runtime was 120 min/epoch vs 2 min/epoch with and without BNB pose inference,

respectively, on a Nvidia Titan V GPU.

3.7.4 Supplementary results

104



Figure 3-11: Reconstruction results for the linear 1D dataset by cryoDRGN and
by discrete multiclass reconstruction in cryoSPARC. Top: Reconstructed structures
from cryoDRGN sampled along the latent space (at depicted points) matches the
ground truth variation. The predicted latent encoding correlates with the ground
truth latent degree of freedom. Middle: CryoDRGN results with tilt series Bottom:
Reconstructed volumes and the distribution of images over clusters from discrete
multiclass reconstruction in cryoSPARC. Volumes are visualized at high and low
isosurface, showing artifacts in the cryoSPARC structures.

cryoDRGN cryoDRGN+tilt
Dataset z-D=1 z-D=2 z-D=10 z-D=1 z-D=2 z-D=10

Linear 1D motion 2.50(0.62) 2.34(0.12) – 2.35(0.36) 2.43(0.26) –
Linear 2D motion 7.16(4.69) 4.38(3.15) 4.44(2.50) 3.38(1.18) 2.97(1.24) 2.93(1.02)
Circular 1D motion 5.61(4.36) 4.95(2.91) 4.05(2.40) 3.12(0.96) 2.65(0.67) 2.63(0.74)

Table 3.4: CryoDRGN reconstruction accuracy quantified by per-image FSC with
different dimensions for 𝑧. We report the average and standard deviation across 100
images in the dataset (lower is better; best possible is 2 pixels).
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Figure 3-12: Reconstruction results for the circular 1D dataset by cryoDRGN and
by discrete multiclass reconstruction in cryoSPARC. Top: Reconstructed structures
from cryoDRGN sampled along the latent space (at depicted points) matches the
ground truth variation. The distribution of images in the latent space matches the
circular topology of the true data manifold. Middle: CryoDRGN results with tilt
series Bottom: Reconstructed volumes and the distribution of images over clusters
from discrete multiclass reconstruction in cryoSPARC. Volumes are visualized at high
and low isosurface, showing artifacts in the cryoSPARC structures.
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Figure 3-13: Reconstruction results for the linear 2D dataset by cryoDRGN and by
discrete multiclass reconstruction in cryoSPARC. Top: Reconstructed structures from
cryoDRGN sampled along the latent space (at depicted points) roughly matches the
ground truth variation, however the distribution of images in the latent space does not
recapitulate the true data manifold well. Middle: CryoDRGN results with tilt series
reconstructs the true structural variation and the distribution of images in the latent
space matches the topology of the true data manifold. Bottom: Reconstructed volumes
and the distribution of images over clusters from discrete multiclass reconstruction in
cryoSPARC. CryoSPARC volumes are visualized at high and low isosurface, showing
artifacts at low isosurface
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Figure 3-14: Reconstruction results for the dataset containing 10 discrete structures
by cryoDRGN and by discrete multiclass reconstruction in cryoSPARC. Top: The
majority of reconstructed structures from cryoDRGN sampled along the latent space
(at depicted points) matches the ground truth structures, however some are incorrect
(red boxes), and the learned data manifold is not well separated into clusters. Middle:
CryoDRGN results with tilt series reconstructs the 10 structures and clusters the
images in the latent space accordingly. Bottom: Reconstructed volumes from discrete
multiclass reconstruction in cryoSPARC and the distribution of images over clusters.
CryoSPARC learns 8 out of 10 structures correctly.
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Chapter 4

CryoDRGN: Applications and

software

This chapter explores the application of cryoDRGN to real cryo-EM datasets. We first

show that our neural network representation of structure can model single density

maps at high resolution, before demonstrating the full cryoDRGN framework for

unsupervised heterogeneous reconstruction.

We find that cryoDRGN is a powerful and general approach for analyzing structural

heterogeneity in macromolecular complexes of varying size and expected sources of het-

erogeneity. We show cryoDRGN can uncover residual heterogeneity in “homogeneous”

datasets of the RAG1-RAG2 complex and the 80S ribosome, model large compositional

changes of the assembling 50S ribosome, and continuous conformational changes of

the precatalytic spliceosome. Remarkably, cryoDRGN’s unsupervised approach for

representation learning can readily identify and filter impurities in the dataset and

can identify rare structural states containing as few as 1,000 particles. CryoDRGN is

distributed as an open-source tool that can be easily integrated in existing pipelines

and is freely available at cryodrgn.csail.mit.edu.

This chapter presents work described in [48] performed jointly with Tristan Bepler,

Bonnie Berger, and Joey Davis.
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4.1 Introduction

Proteins and their complexes are dynamic macromolecular machines that carry out

the essential biological processes responsible for life. Although the mechanism of

these macromolecular machines is often deduced from a static three-dimensional (3D)

structure, a more complete understanding could be achieved if one could analyze the

full distribution of conformations relevant to function.

Single particle cryo-electron microscopy (cryo-EM) is a rapidly maturing method

for high-resolution structure determination of large macromolecular complexes [28, 9].

Major advances in hardware [5, 41, 21] and software [41, 21, 47, 8, 39, 6] have

streamlined the collection and analysis of cryo-EM datasets such that structures of rigid

macromolecules can routinely be solved at near-atomic resolution [4, 46]. Increasingly,

cryo-EM has been applied to study heterogeneous complexes as the experimental

procedure is less sensitive to sample heterogeneity than other methods for structure

determination [11, 15]. Additionally, because single particle cryo-EM can capture

millions of snapshots of the molecule of interest, each carrying a unique molecule in its

own conformational state [40], cryo-EM holds promise in revealing the conformational

landscape of dynamic macromolecular complexes. However, reconstructing ensembles

of 3D volumes from such snapshots remains a major computational challenge.

Existing tools for heterogeneous reconstruction make often-limiting assumptions

on the observed structural heterogeneity. Most commonly, heterogeneity is modeled as

though it originates from a small number of independent, discrete states, implemented

as “3D classification” or “heterogeneous refinement” in many cryo-EM software packages

[39, 33, 23, 14]. However, these discrete classification approaches require specifying

initial models for refinement, and because the number and nature of the underlying

structural states is unknown a priori, this approach is error-prone and often results in

the omission of potentially relevant structures. More critically, such discrete approaches

are ill-suited for reconstructing structures undergoing continuous conformational

changes.

Advanced methods for heterogeneous reconstruction seek to more closely model
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the continuous nature of flexible molecules. Multi-body refinement, available in RE-

LION, models the structure as the sum of user-defined rigid bodies that are allowed

to rotate relative to one another, placing structural assumptions on the observed

heterogeneity [27]. Continuous heterogeneity has also been described using principle

component analysis (PCA)-based approaches [22, 30, 43], including the recent 3D

Variability Analysis (3DVA) algorithm available in cryoSPARC [35]. Although the

linear subspace model of these approaches can provide a summary of the overall

variability within the dataset, the visualized heterogeneity contains artifacts when a

molecule’s conformational deformations are poorly approximated by linear interpola-

tions along basis volumes. In the manifold embedding approach proposed in Dashti

et al. [10, 12], heterogeneous structures are recovered by binning particles along

the data manifold followed by traditional homogeneous reconstruction. Additional

algorithms for continuous heterogeneous reconstruction have been shown on synthetic

datasets [20, 25].

Here, we present cryoDRGN (Deep Reconstructing Generative Networks), a method

for heterogeneous cryo-EM reconstruction based on deep neural networks. We hy-

pothesized that neural networks, which are known for their ability to model complex,

nonlinear functions [16], could learn heterogeneous ensembles of cryo-EM density maps.

We first show that our neural network representation of structure can model single

density maps at high resolution, before demonstrating the full cryoDRGN framework

for unsupervised heterogeneous reconstruction.

We find that cryoDRGN is a powerful and general approach for analyzing structural

heterogeneity in macromolecular complexes of varying size and expected sources of

heterogeneity. We show that the cryoDRGN approach can uncover residual hetero-

geneity in “homogeneous” datasets of the RAG1-RAG2 complex and the 80S ribosome,

model large compositional changes of the assembling 50S ribosome, and continuous

conformational changes of the precatalytic spliceosome. Remarkably, cryoDRGN’s

unsupervised approach for representation learning can readily identify and filter im-

purities in the dataset and can identify rare structural states containing as few as

1,000 particles. CryoDRGN is distributed as an open-source tool that can be easily
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integrated in existing pipelines and is freely available at cryodrgn.csail.mit.edu.

4.2 Results

4.2.1 The cryoDRGN method

CryoDRGN performs heterogeneous reconstruction by learning a deep generative

model of 3D structure from single particle cryo-EM images. The method consists of a

specialized image encoder – volume decoder architecture, which learns an encoding

of 2D particle images into a continuous vector space described by the latent variable

𝑧 ∈ R𝑛 (i.e. the latent space), and the concomitant reconstruction of 3D cryo-EM

density maps from this latent space representation (Fig 4-1A). This choice of model

assumes that the heterogeneous structures can be embedded within a continuous,

low-dimensional manifold in the latent space, where the dimensionality of the latent

space is defined by the user. The model is specified in the Fourier domain in order to

relate 2D images as planar slices of the 3D volume [7], whose orientation is previously

determined from a consensus reconstruction. The neural networks are jointly trained

from random initialization using stochastic gradient descent on an objective function

that seeks to maximize (a variational lower bound on) the data likelihood as in

standard Variational Autoencoders (VAEs) [19]. Additional architectural and training

details of cryoDRGN are provided in the Methods (Section 4.4).

After training, the output of cryoDRGN analysis includes: 1) per-particle latent

encodings, 𝑧𝑖, describing the dataset’s heterogeneity and 2) a neural network model of

3D density maps that can directly reconstruct a density map given 𝑧𝑖. Specifically, the

encoder network encodes particle images into the continuous latent space, which allows

for visualization and inspection of the particle distribution (Fig. 4-1B, center). The

trained decoder network can then generate 3D density maps given arbitrary values

of the latent variable. For example, representative structures can be generated from

regions of latent space with high particle density, and continuous conformational

trajectories can be reconstructed by sampling points along a trajectory through
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Figure 4-1: A, The cryoDRGN model consists of two neural networks structured
in an image-encoder–volume-decoder architecture with a continuous latent variable
representation of heterogeneity. During training, each particle image is encoded into
the low-dimensional latent space and then reconstructed as its corresponding model
slice based on the Fourier slice theorem. Image and volume data are depicted in real
space for visual clarity. B, Once a cryoDRGN model is trained, the full dataset of
particle images is encoded into the latent space, which is visualized here as a contour
map with darker regions corresponding to higher particle density (center). The decoder,
which represents an ensemble of 3D density maps, can directly generate density maps
from arbitrary values of the latent variable (right). The particle stack may also be
filtered using the latent space representation for validation of specific structures with
traditional tools or to remove impurities from the dataset (left). Example images are
from EMPIAR-10180 [32]
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latent space (Fig. 4-1B, right). Notably, any cryoDRGN-generated volume can

be orthogonally validated by traditional reconstruction approaches [39] using nearby

particles in the latent space (Fig. 4-1B, left). Lastly, any regions of the latent

space that are enriched in impurities or imaging artifacts may be selected, and the

encompassed particles filtered from subsequent analysis (Fig. 4-1B, left).

4.2.2 Neural networks can represent cryo-EM density maps

We first evaluated the cryoDRGN volume decoder in representing high resolution cryo-

EM density maps. To learn the homogeneous structure of the RAG1-RAG2 signal end

complex (RAG – 369 kDa) [37] and the Plasmodium falciparum 80S ribosome (Pf80S

– 4.2 MDa) [45], we trained the volume decoder network with no latent variable input,

using image poses obtained from C1 homogeneous refinements in cryoSPARC [33]

(Methods, Section 4.4). Trained on full-resolution images, the cryoDRGN decoder

produced structures that correlated with the traditional, voxel-based reconstruction

(Fig. 4-2A) at resolutions up to 3.6 Å for RAG and 3.9 Å for Pf80S at an FSC =

0.5 threshold (Fig. 4-2B), demonstrating the efficacy of this neural-network based

representation of 3D structure.

As neural networks have a fixed capacity for representation that is constrained

by their architecture, we next compared decoder architectures of different sizes to

evaluate the tradeoff between representation power and training speed. We found

that larger architectures, which have more trainable parameters, result in density

maps that correlate with the traditionally reconstructed map at higher resolutions

(Fig. 4-2B). The networks are trained through multiple passes through the dataset

(i.e. epochs) (b) with lower values of the objective function (Fig. 4-2D) as training

progressed. Notably, while the resolution of the learned structure increased with

neural network size, we found that larger models were slower to train (Fig. 4-2E).

These tradeoffs suggest that the architecture and image size should be tuned to suit

the desired balance of speed and achievable resolution. Lastly, we found that the

cryoDRGN architecture was capable of learning density maps at sufficiently high

resolution to visualize structural features such as bulky side-chains that are consistent
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Figure 4-2: A, Density maps of the RAG1–RAG2 complex (EMPIAR-10049) [37]
and of the eukaryotic Pf80S ribosome (EMPIAR-10028) [45] reconstructed by cryo-
DRGN’s decoder neural network (left) and a traditional, voxel-based reconstruction in
cryoSPARC (right). The cryoDRGN volumes were generated from decoder networks
with three hidden layers and 1,024 nodes per hidden layer (denoted as 1, 024 × 3)
trained for 25 epochs. b, FSC curves between density maps produced by the cryo-
DRGN decoder with varying architectures and the traditional reconstruction in a.
c,d, Evolution of the FSC curve in b and the training curve over multiple epochs of
cryoDRGN model training. e, Training speed in min per 105 images for cryoDRGN
decoder networks of different architectures on different image sizes (𝐷, in pixels) on a
single Nvidia V100 graphics processing unit (GPU). The number of trainable parame-
ters is specified for decoder networks trained on 𝐷 = 256 images. f, Representative
regions (insertion domain (ID), RNase H-like domain (RNH)) of the RAG1–RAG2
density map from cryoDRGN in a superimposed with the published atomic model
(Protein Data Bank (PDB) 3JBX).
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with our FSC-based resolution estimates (Fig. 4-2F).

4.2.3 CryoDRGN models both discrete and continuous struc-

tural heterogeneity

We next sought to evaluate the complete cryoDRGN framework for heterogeneous

reconstruction using simulated datasets (Fig 4-3A,B). Datasets modelling continuous

heterogeneity were produced by rotating a single dihedral angle of a hypothetical

protein complex to simulate a conformational transition along a 1-dimensional reaction

coordinate. Single particle cryo-EM images were then simulated either: uniformly

along this reaction coordinate (Uniform); with bias towards particular conformations

exemplary of cooperative transitions (Cooperative); or with strong bias leading to

unobserved transition states (Noncontiguous). A dataset simulating discrete com-

positional heterogeneity was produced by mixing particles of the bacterial 30S, 50S,

and 70S ribosome (Compositional). We then provided each of these four simulated

datasets and their corresponding poses to cryoDRGN and trained a 1-D latent variable

model (|𝑧| = 1) (Methods).

We found that cryoDRGN was capable of reconstructing both continuous and

discrete heterogeneous ensembles (Fig. 4-3C-H). On the Uniform conformational

heterogeneity dataset, cryoDRGN reconstructed density maps that reproduced the

ground truth continuous motion of the complex (Fig. 4-3C). When trained on the

Compositional dataset, cryoDRGN reconstructed density maps of the 30S, 50S, and

70S ribosomes at distinct values of the latent variable (Fig. 4-3D).

In addition to reconstructing heterogeneous density maps, cryoDRGN produces a

latent encoding for each particle that can be compared to the ground truth reaction

coordinate (Fig. 4-3E-H). For the datasets with continuous conformational changes,

the latent encoding of each image correlated with position along the reaction coordinate

given by the dihedral angle of the underlying model (Spearman 𝑟 = -0.996, 0.992,

and 0.988 for Uniform, Cooperative, and Noncontiguous, respectively) (Fig. 4-3E).

We observed that the qualitative features of the distribution of latent encodings
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Figure 4-3: A, Ground-truth density maps simulating continuous heterogeneity gener-
ated by sampling conformations along a 1D conformational transition from the leftmost
to the rightmost structure (left). Particles along this conformation transition were
sampled uniformly (top) or from a mixture of Gaussian distributions of varying widths
(middle, bottom) to simulate various degrees of cooperative transitions between three
states. B, Compositional heterogeneity simulated by mixing particles of the 30S, 50S
and 70S bacterial ribosomal complexes. C, Density maps reconstructed by cryoDRGN
trained on the uniformly sampled dataset in A. Six structures were sampled from the
specified values of the latent variable (top). “Per-image FSC” curves are shown, where
for 100 images equally spaced along the reaction coordinate, we computed the FSC
between a map generated by cryoDRGN at the predicted latent encoding for each
image and the ground-truth density map for that image (bottom). See Methods
(Section 4.4) for description of the “per-image FSC” approach. D, Density maps
reconstructed by cryoDRGN from the compositional dataset in B and their FSCs to
the corresponding ground-truth density map. E–H, Predicted latent space encoding
for each particle image of different simulated datasets versus the ground-truth reaction
coordinate describing the motion (E–G) or the ground-truth class assignment (H).
All cryoDRGN reconstructions use a 1D latent variable model.
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matched the ground truth, with three modes in the latent encoding distribution for

the Cooperative dataset (Fig. 4-3F) and distinct clusters for the Noncontiguous and

Compositional datasets (Fig. 4-3G, H). We note that, in general, the parameterization

of a reaction coordinate is non-unique (e.g. when described by the learned latent

variable or by dihedral angle, leading to different marginal distributions in Fig. 4-

3E). To quantitatively assess that cryoDRGN has learned the correct distribution of

structures, we compute a “per-image FSC”, which compares reconstructed density maps

with the ground-truth on images across the reaction coordinate (Methods, Section

4.4), and found that the reconstructed structures of all four datasets correlated well

with the ground truth distribution (Fig. 4-3C, Supplementary Fig. 4-7).

4.2.4 CryoDRGN uncovers residual heterogeneity from “homo-

geneous” cryo-EM datasets

We next evaluated cryoDRGN’s ability to perform heterogeneous reconstruction on

real cryo-EM datasets of the RAG complex [37] and the Pf80S ribosome [45] from

above. Ru et al. reported RAG complex structures from two distinct datasets – the

“signal end complex”, which failed to resolve the distal ends of the 12-RSS and 23-RSS

DNA elements or the nonamer binding domain (NBD) of RAG-1; and the “paired

complex”, which resolved these elements at sufficient resolution for atomic model

building (Fig. 4-4A). To test whether cryoDRGN could newly uncover heterogeneity

of these distal elements in the “signal end complex”, we trained a cryoDRGN 10-D

latent variable model on the deposited particle images (EMPIAR-10049) [37]. We

found that cryoDRGN revealed significant heterogeneity of the 12-RSS, 23-RSS, and

NBD (Fig. 4-4B). In addition to maps that only resolve the symmetric core (light

grey in Fig. 4-4B), cryoDRGN revealed structures with RSS positioning that aligns

with the canonical conformation found in the “paired complex” atomic model [37] (dark

blue), tilting of the RSS strands (light blue), linear 23-RSS DNA (purple), as well

as the presence (yellow) and absence (coral) of the NBD. These representative maps

were selected out of a large ensemble of generated structures (Methods, Section
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4.4) from different regions of the latent space (Fig. 4-4C). A trajectory sampling

from the continuous distribution modeled by cryoDRGN is shown in Supplementary

Video 1 of Zhong et al. [48]. To validate the presence of these heterogeneous states

in the dataset, we performed heterogeneous 3D refinement in cryoSPARC [33] using

the cryoDRGN density maps as initial models, which reproduced the heterogeneity

of the RSS elements (Supplementary Fig. 4-8). Subsequent work by Ru et al.

suggested that the conformational dynamics and asymmetric positioning of the 12- and

23-RSS by NBD in the pre-cleavage form are fundamental to the structural mechanism

underlying the 12-23 rule of V(D)J recombination [38]. Our results newly demonstrate

that such heterogeneity is also present in the post-cleavage “signal end” RAG complex.

When analyzing a homogeneous reconstruction of the Pf80S ribosome, Wong et al.

observed flexibility in the small subunit head region and missing density for peripheral

rRNA expansion segment elements [45]. To explore if this unresolved density resulted

from residual heterogeneity, we trained a cryoDRGN 10-D latent variable model

on their deposited dataset (EMPIAR-10028) [45] and reconstructed an ensemble of

density maps that not only contained structures consistent with the homogeneous

reconstruction, but also revealed rotation of the 40S small subunit (SSU) (Fig. 4-4D),

heterogeneity within the SSU head (Supplementary Fig. 4-9), and motion of many

peripheral rRNA expansion segments (See Supplementary Video 2 of Zhong et al. [48]).

By visualizing a representative 40S rotated and unrotated density map, we found that

cryoDRGN was able to simultaneously capture the large-scale inter-subunit rotation

and coordinated smaller-scale structural rearrangements, including motion of the L1

stalk, disappearance of an rRNA helix, and the disappearance of the inter-subunit

bridge formed by the C-terminal helix of eL8, which is consistent with Sun et al.’s

characterization of Pf80S dynamics [42] (Fig. 4-4D).

We then visualized the 10-D latent space representation of the Pf80S particles with

PCA (Fig. 4-4E) and with Uniform Manifold Approximate and Projection (UMAP)

[24] (Supplementary Fig. 4-10). The 40S rotated density map originated from a

region of the particle distribution separated along the first PC of the latent space.

To validate the presence of this state, we extracted 4,889 particles constituting the
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Figure 4-4: A, Published density maps of the 369-kDa RAG1–RAG2 complex. The
signal-end complex (left) shows the C2 symmetric core, and the paired complex (right)
resolves additional asymmetric 12- and 23-RSS DNA elements and the RAG1 NBD
that extend below the core. B, Representative density maps of the RAG signal-end
complex (EMPIAR-10049) [37] reconstructed by cryoDRGN. Density maps resolve
variable conformations of the 12- and 23-RSS DNA elements and the NBD, which are
missing from the homogeneous refinement. The docked atomic model (PDB 3JBW) of
the RAG paired complex includes an asymmetric conformation of the RSS and NBD
elements that extend from the core RAG complex. C, Latent space representation
of particle images from the EMPIAR-10049 dataset [37], visualized using PCA with
explained variance (EV) noted. Structures from b are marked with the corresponding
color. D, Density map of the 4.2-MDa Pf80S ribosome (EMPIAR-10028) [45] in an
unrotated (blue) and rotated (purple) state reconstructed by cryoDRGN. Arrows
indicate rotation of the 40S subunit relative to the 60S subunit (top) and motion of
the L1 stalk (bottom). Circles indicate differential occupancy of the C-terminal helix
of eL8 and an rRNA helix between the two states. E, Latent space representation
of particle images from the EMPIAR-10028 dataset [45], visualized using PCA with
explained variance noted. Structures from D are marked with the corresponding color.
A cluster of particles separated along PC1 of D that corresponds to the rotated state
of the Pf80S ribosome is noted. Additional density maps from these datasets are
shown in Supplementary Data Fig. 4-9.
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outlying cluster (Methods, Section 4.4). Traditional homogeneous reconstruction of

these particles in cryoSPARC produced a 6.4 Å reconstruction of the rotated 40S state

consistent with the cryoDRGN structure (Supplementary Fig. 4-10). Additionally,

by sampling many density maps from the latent space, we observed that structures

with density missing from the SSU head group were located within a subregion of the

main cluster of the UMAP visualization (Supplementary Fig. 4-9). We hypothesize

that the 40S rotated state appears as a visually distinct cluster because more mass

changes to rotate the entire 40S subunit, as opposed to the missing SSU head group

state, which involves changes in a smaller region of the 40S subunit.

4.2.5 CryoDRGN automatically partitions assembly states of

the bacterial ribosome

Next, we sought to evaluate cryoDRGN on a highly heterogeneous cryo-EM dataset

of the E. coli large ribosomal subunit (LSU) undergoing assembly (EMPIAR-10076)

[11]. This dataset is known to contain substantial compositional and conformational

heterogeneity; In the original analysis, multiple expert-guided rounds of hierarchical

3D classification resulted in 13 discrete structures that were grouped into 4 major

assembly states. Here, we aimed to assess if cryoDRGN could automatically reveal

these heterogeneous states without user-guided 3D classification.

As initial pilot experiments, we first trained 1-D and 10-D latent variable models

on downsampled images of the dataset (Methods, Section 4.4). The dataset’s

latent space representation exhibited distinct peaks in the 1-D case or clusters in

the 10-D case when visualized with UMAP [24] (Fig. 4-5A,B) that correspond to

the major assembly states when grouped by the published 3D classification labels

(Fig. 4-5C,D). As the particles were obtained by crudely fractionating a lysate in

order to capture the full ensemble of cellular assembly intermediates, a substantial

fraction of the published particle stack corresponds to 30S or non-ribosomal impurities.

These unassigned particles were outliers in the latent representation (Fig. 4-5C,

Supplementary Fig. 4-11), and neither 2D class averages nor a traditional 3D
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reconstruction of these particles produced structures consistent with assembling LSU

ribosomes (Supplementary Fig. 4-5). As we did not wish to devote representation

capacity of the cryoDRGN neural networks in modelling these impurities, we used the

latent representation to filter the dataset before further analysis, taking the intersection

of the particle stack after filtering based on the 1-D and 10-D latent variable model

(Methods, Section 4.4).

To explore the heterogeneity within the LSU assembly states, we trained a cry-

oDRGN 10-D latent variable model on the remaining images at higher resolution

(Methods, Section 4.4). The decoder network reconstructed density maps matching

the reported major (Fig. 4-5E) and minor (Supplementary Fig. 4-12) assembly

states of the LSU. We visualized the encodings of particle images in the 10-D latent

space with UMAP and observed clusters corresponding to the major (Fig. 4-5F) and

minor states (Fig. 4-5G, Supplemental Fig. 4-12) of LSU assembly after coloring

by the published 3D classification. From the latent representation, we also noted a

clearly separated cluster of particles assigned to class A, and structures sampled from

this region of latent space reconstructed the 70S ribosome, an impurity in the dataset

(Fig. 4-5H). Finally, we identified a small cluster of 1,100 particles adjacent to the

class C cluster whose particles were originally classified into class E (Fig. 4-5F, inset).

The density map reconstructed by the decoder from this region revealed a previously

unreported assembly intermediate that we newly define as class C4 (Fig. 4-5I). Like

the other class C structures, class C4 lacked the central protuberance, but possessed

clearly resolved density for rRNA helix 68, which was only present in the mature E4

and E5 classes from Davis et al. [11]. Traditional homogeneous reconstruction of the

particle images constituting this cluster reproduced a similar, albeit lower-resolution

structure, which confirmed the existence of this structural state in the original dataset

(Supplementary Fig. 4-13). We found that the cryoDRGN latent representation

is highly reproducible across replicates (Supplementary Fig. 4-14). CryoDRGN

experiments and runtimes are summarized in Fig. 4-5J. In addition to illustrating

cryoDRGN’s ability to model extremely heterogeneous datasets without user-driver

classification, this analysis further demonstrated that cryoDRGN can identify novel
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Figure 4-5: A,B, Latent space representation of particle images of the assembling LSU
(EMPIAR-10076) [11] as a normalized histogram or UMAP embeddings after training a
cryoDRGN 1D or 10D latent variable model, respectively. C,D, Latent space representation
of particles colored by major LSU assembly state assigned from the 3D classification in Davis
et al. [11]. Impurities in the dataset were assigned and subsequently filtered based on a
cutoff of 𝑧 = −1 in the 1D case (dotted line) and cluster assignment from a five-component
Gaussian mixture model (GMM) in the 10D case. The dashed line in D indicates a rough
outline of cluster assignment, shown in Supplementary Fig. 4-11. E, Density maps of the
four major assembly states of the LSU reconstructed by cryoDRGN after training on the
filtered dataset. Dashed lines indicate outlines of the fully mature 50S ribosome, with the
central protuberance (CP) noted. F,G, Latent space representation of the filtered dataset,
colored by major and minor assembly states assigned from the 3D classification in Davis et
al. [11]. Points denote cluster centers for the corresponding assembly state. Major assembly
state labels correspond to the structures from E. Inset shows a magnified view of the state C
cluster and a population of particles originally misclassified into state E. H,I, CryoDRGN
reconstruction of additional density maps, showing the 70S ribosome, an impurity during
purification and LSU minor states C4 and E5. The newly identified C4 state resembles
major state C in maturation but contains rRNA helix 68, previously present only in mature
assembly states E4 and E5. J, Hyperparameters and runtime of the initial pilot experiments
for particle filtering (A–D) and the final cryoDRGN model (E–I) trained on the assembling
LSU dataset. Additional density maps are shown in Supplementary Fig. 4-12.
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and rare ( 1 % of all particles) structural classes that would likely be overlooked by

traditional hierarchical classification.

4.2.6 CryoDRGN reveals dynamic continuous motions in the

pre-catalytic spliceosome

Finally, to assess cryoDRGN’s ability to model large continuous conformational

changes, we reanalyzed a dataset of the pre-catalytic spliceosome (EMPIAR-10180) [32].

Using extensive, expert-guided focused classifications, Plaschka et al. reconstructed a

composite map for this complex and suggested that the complex sampled a continuum

of conformations with large motions of the SF3b subcomplex [32]. In our analysis, we

first trained a 10-D latent variable model on the downsampled images using image

poses derived from a consensus reconstruction (Methods, Section 4.4). Multiple

clusters were observed in the latent space encodings of the dataset’s particle images

(Fig. 4-6A). In sampling structures from the latent space, the generated density

maps revealed expected spliceosome conformations from the largest cluster, poorly

resolved structures likely due to imaging artifacts from the leftmost cluster, structures

lacking density for the SF3b subcomplex from a third cluster, and extra density of

the U2 core, which is thought to be highly dynamic [15], from the uppermost cluster

(Fig. 4-6B). To focus our analysis on bona-fide pre-catalytic spliceosome particles,

we leveraged the latent space representation to eliminate any particles that mapped

to the undesired clusters from two replicate runs (Methods, Section 4.4).

With the filtered particle stack, we trained a 10-D model on higher resolution

images and visualized the dataset’s latent encodings in 2-D using PCA (Fig. 4-6C).

The visualized data manifold was unfeatured, consistent with a molecule undergoing

non-cooperative conformational changes. By generating structures along the first

principal component of the latent space encodings, we reconstructed a trajectory

of the SF3b and helicase subcomplexes in motion, smoothly transitioning from an

elongated state to one compressed against the body of the spliceosome (Fig. 4-6D).

This large scale-motion is consistent with motions derived from the first principal
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Figure 4-6: A, UMAP visualization of the latent space representation of particle
images of the pre-catalytic spliceosome (EMPIAR-10180) [32] after training a 10D
latent variable model with cryoDRGN. B, Representative structures generated at
points shown in a that depict the expected structures of the pre-catalytic spliceosome
(i,ii), structures likely corrupted by imaging artifacts (iii), the complex lacking the
SF3b subcomplex (iv) and the complex with the U2 core (v). Density maps are shown
at identical isosurface levels except for (v), which required a lower value to highlight
the U2 core. C, PCA projection of latent space encodings after training a 10D latent
variable model on the dataset filtered for the selected region in a. D, Structures
generated by traversing along PC1 of the latent space representation at the points
shown in C. Additional density maps are shown in Supplementary Fig. 4-17.
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component of rigid body orientations from multi-body analysis (Supplementary

Fig. 4-15) and in the first principal component of 3DVA’s linear subspace model

(Supplementary Fig 4-16). A similar traversal along the second PC produced a

continuous trajectory of the SF3b and helicase subcomplexes moving in opposition

(Supplementary Fig. 4-17). The anticorrelated motion of the SF3b and helicase

subcomplexes in PC2, together with their correlated motion in PC1, suggests that

the two domains move independently in the imaged ensemble. Finally, although

trajectories along latent space PCs provide a summary of the extent of variability in

the structure, cryoDRGN can also generate structures at arbitrary points from the

latent space. By traversing along the nearest neighbor graph of the latent encodings

and generating structures at the visited nodes, cryoDRGN generated a plausible

trajectory of the conformations adopted by the pre-catalytic spliceosome (Shown in

Supplemental Video 4 of Zhong et al [48]), highlighting the potential of single particle

cryo-EM to uncover the conformational dynamics of molecular machines.

4.3 Discussion

This work introduces cryoDRGN, a method using neural networks to reconstruct

3D density maps from heterogeneous single particle cryo-EM datasets. The power

of this approach lies in its ability to represent heterogeneous structures without

simplifying assumptions on the type of heterogeneity. In principle, cryoDRGN is able

to represent any distribution of structures that can be approximated by a deep neural

network, a broad class of function approximators for continuous, nonlinear functions

[16]. This flexibility contrasts with existing methods that impose limiting assumptions

on the types of structural heterogeneity present in the sample. For example, 3D

classification assumes a mixture of discrete structural classes; multibody refinement

assumes conformational changes are composed of user-defined rigid-body motions; and

3DVA assumes that heterogeneity is generated from linear combinations of density

maps. Although these approaches have proven useful, their model for heterogeneity is

often mismatched with the true structural heterogeneity in many systems, and thus
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can introduce bias into reconstructions. In contrast, we empirically show that the

cryoDRGN architecture can model both discrete compositional heterogeneity and

continuous conformational changes without the aforementioned structural assumptions.

For example, we discovered heterogeneous states of the RAG complex and Pf80S

ribosome that were originally averaged out of the homogeneous reconstruction. When

analyzing the assembling E. Coli LSU dataset, cryoDRGN learned an ensemble of

LSU assembly states without a priori specification of the number of states or initial

models as is required for 3D classification. Finally, when analyzing the pre-catalytic

spliceosome, we found that the continuous conformational changes reconstructed by

cryoDRGN lacked the rigid-body boundary artifacts from multibody refinement’s

mask-based approach [27] (Supplementary Fig. 4-15) or linear interpolation

artifacts from 3DVA’s linear subspace model [35] (Supplementary Fig. 4-16).

4.3.1 Interpretation of the latent space

A key feature of cryoDRGN is its ability to provide a low-dimensional representation

of the dataset’s heterogeneity given by each particle’s latent encoding. Subject to

optimization, cryoDRGN organizes the latent space such that structurally related

particles are in close proximity. In simulated and real datasets, we find that continuous

motions are embedded along a continuum in latent space (Fig. 4-3E-G, 4-6C)

and that compositionally distinct states manifest as clusters (Fig. 4-3H, 4-5F).

These empirical results demonstrate that visualization of the distribution of latent

encodings can be informative in exploring the structural heterogeneity within the

imaged ensemble, and even suggest a possible interpretation of the latent space as

a pseudo-conformational landscape. However, we note that cryoDRGN’s objective

function aims only to reproduce the distribution of structures and does not guarantee

that the latent space layout (or its 2D visualization) will produce interpretable

features of the underlying energy landscape. Furthermore, structures reconstructed

from unoccupied regions of the latent space will not in general correspond to true

physical structures, as cryoDRGN optimizes the likelihood of the observed data and

these structures are not observed. Finally, in real datasets, there may exist images
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that do not originate from the standard single particle image formation model, for

example, false positives encountered during particle picking. We demonstrated the

utility of the latent space representation in identifying such impurities, ice artifacts,

and other out-of-distribution particle images that may be filtered out in subsequent

analyses (Fig. 4-5A-D, 4-6). We emphasize that different datasets have diverse

sources of heterogeneity, and thus the interpretation of the cryoDRGN latent space

is highly dataset-dependent. We provide interactive analysis tools in the cryoDRGN

software for exploring the learned latent space.

4.3.2 Visualizing structural trajectories

In addition to encoding particles in an unsupervised manner, cryoDRGN can recon-

struct 3D density maps from user-defined positions in latent space. Because cryoDRGN

learns a generative model for structure, an unlimited number of structures can be

generated and analyzed, thus enabling visualization of structural trajectories. By

leveraging the latent encodings of the particle images, users can directly traverse the

data manifold and only sample structures from regions of latent space with significant

particle occupancy. Indeed, we applied a well-established graph-traversal algorithm

[1] to visualize data-supported motions in the RAG complex, the Pf80S ribosome,

bL17-independent assembly of the bacterial ribosome, and the pre-catalytic spliceo-

some (Shown as Supplemental Videos in Zhong et al. [48]). We note that while this

approach is useful in visualizing potential structural changes linking one state to

another, they do not necessarily reveal the kinetically preferred path.

4.3.3 Practical considerations in choosing training hyperpa-

rameters

Although this method emphasizes an unsupervised approach to analyzing structural

heterogeneity, cryoDRGN does require that the user define the dimensionality of

the latent space and the architecture of both the encoder and decoder networks.

We find that in practice, training a smaller architecture on downsampled images is
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effective at distinguishing bona-fide particles from contaminants and imaging artifacts

(Fig. 4-5A-D, Fig. 4-6A), and we recommend users initially employ such pilot

experiments to filter their dataset. Additionally, we find that in our tested datasets,

a 10-D latent space provides sufficient representation capacity to effectively model

structural heterogeneity, and that this 10-D space can be readily visualized with PCA

or UMAP. Notably, we recommend the use of such a 10-D latent space instead of lower

dimensional space as we have found that 10-D spaces result in much more rapid overall

training, which is consistent with similar observations of related overparameterized

neural network architectures [3]. Finally, users must specify the number of nodes and

layers in the neural networks, hyperparameters that limit the complexity of the learned

function. Here, we find an inverse relationship between neural network size and the

achievable resolution of a given structure (Fig. 4-2B). Training larger networks on

larger images is significantly slower (Fig. 4-2E), and we recommend that users perform

an initial assessment using down-sampled images and relatively small networks before

proceeding to high-resolution reconstructions. We note that use of excessively complex

models (i.e. large architectures or latent variable dimensions) can lead to overfitting,

which may be alleviated by standard neural network regularization techniques such

as early stopping or using a simpler model [3]. We provide recommended training

settings in the cryoDRGN software.

4.3.4 Discovering new states using cryoDRGN

CryoDRGN can be used to identify novel clusters of structurally-related particles,

which can then be visualized by generating density maps from that region of latent

space. Indeed, in analyzing the LSU assembly dataset, we noted a new structural state,

C4, that was completely missed in traditional hierarchical classification. C4 provides

structural evidence that a functionally critical intersubunit helix (h68) can dock in a

native conformation in the absence of the central protuberance (Fig. 4-5I). Notably,

we could validate the existence of this state by performing traditional homogeneous

refinement using 1,000 particles from this cluster in the cryoDRGN latent space

(Supplementary Fig. 4-13). Although we were able to readily identify this state
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from a distinct cluster present in the UMAP visualization (Fig. 4-5G), in general,

the definition of distinct “states” may not be as readily apparent (e.g. the “missing

SSU head” state in Supplementary Fig. 4-9), and we view the unsupervised

identification of states from the cryoDRGN structural ensemble as an exciting area to

pursue.

In future work, we envision using cryoDRGN to reveal the number of discrete

classes, their constituent particles, and to produce initial 3D models that could be used

as inputs for a traditional 3D reconstruction. Given the mature state of such tools

[49, 34], this data-driven classification approach followed by traditional homogeneous

reconstruction, particle polishing, and higher order image aberration correction, has

the potential to produce high-resolution structures of the full spectrum of discrete

structural states.

4.3.5 De novo pose estimation

As implemented, cryoDRGN uses pose estimates resulting from a traditional consensus

3D reconstruction. In analyzing four publicly available datasets, we found that such

consensus pose estimates were sufficiently accurate to generate meaningful latent space

encodings and to produce interpretable density maps of distinct structures. It is clear,

however, that this approach will fail if the degree of structural heterogeneity in the

dataset results in inaccurate pose estimates. For example, a mixture of structurally

unrelated complexes will align poorly to a consensus structure, and thus produce

poor pose estimates. Notably, our framework is differentiable with respect to pose

variables, which, in principle, should allow for on-the-fly pose-refinement or de novo

pose estimation. Future work will explore the efficacy of incorporating such features

to enable fully unsupervised reconstruction of heterogeneous distributions of protein

structure from cryo-EM images.
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4.4 Methods

4.4.1 Datasets

Simulated compositionally heterogeneous dataset generation

To generate the compositionally heterogeneous dataset, the 30S, 50S and 70S subunits

of the E. coli ribosome were extracted from PDB 4YBB in PyMOL [2]. A density

map of each subunit was generated from the atomic model using the molmap [44]

command in Chimera [31] at a grid spacing of 1.5 Å/pix and a resolution of 4.5 Å. The

resulting volume was padded to a box size of 𝐷 = 256, where 𝐷 is the width in pixels

along one dimension. Simulated particle images were generated with a custom Python

script available in the cryoDRGN software by rotating the density map with a random

rotation sampled uniformly from SO(3), projecting along the z-axis, and shifting the

image with an in-plane translation sampled uniformly from [−20, 20]2 pixels. Images

were then downsampled to 𝐷 = 128 by Fourier clipping using a custom Python script,

corresponding to a Nyquist limit of 6 Å. Projection images were multiplied with the

CTF in Fourier space, where the CTF was computed from defocus values randomly

sampled from those given in EMPIAR-10028 [45], no astigmatism, an accelerating

voltage of 300 kV, a spherical aberration of 2 mm, and an amplitude contrast ratio of

0.1. An envelope function with a B-factor of 100 Å2 was applied. Noise was added

with a signal to noise ratio (SNR) of 0.1 where the noise-free signal images were

defined as the entire 𝐷 ×𝐷 image. After performing this procedure for each subunit,

10k, 15k, and 25k simulated particles of the 30S, 50S, and 70S ribosome, respectively,

were combined.

Simulated conformationally heterogeneous dataset generation

To simulate continuous conformational heterogeneity, 50 density maps were generated

along a one-dimensional reaction coordinate defined by rotating a dihedral angle in

an atomic model of a hypothetical protein complex. Each model was generated at

0.03 radian increments of the bond rotation, leading to a total range of 1.5 radians.
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Density maps were generated using the molmap [44] command in Chimera [31] at a

grid spacing of 6 Å/pix and resolution of 12 Å, and padded to a box size of 𝐷 = 128.

For the Uniform dataset, 1000 projection images were generated for each density

map at random orientations and in-plane translations sampled from [−10, 10]2 pixels.

For the nonuniform datasets, particles were generated along the reaction according

to a 3-component Gaussian mixture model with means at the 10th, 25th, and 40th

density map and standard deviation of 0.09 and 0.03 radians for the Cooperative

and Noncontiguous datasets, respectively. Sampled reaction coordinate values were

binned to convert into a particle distribution among the 50 generated density maps,

and clipped at values of the reaction coordinate beyond the 50 maps. A total of 50k

particles were generated for each dataset. CTF and noise at an SNR=0.1 were added

to all datasets using the same procedure described above with CTF defocus values

randomly sampled from EMPIAR-10028 [45].

Real cryo-EM datasets

Picked particles and the star file containing CTF parameters were downloaded from

the Electron Microscopy Public Image Archive (EMPIAR) [17] for datasets EMPIAR-

10049, EMPIAR-10028, EMPIAR-10076, and EMPIAR-10180. Particle images were

downsized to the image size used in training by clipping in Fourier space with a custom

Python script available in the cryoDRGN software.

4.4.2 Consensus reconstructions

Homogeneous 3D reconstruction of the Pf80S ribosome (EMPIAR-10028) was per-

formed in cryoSPARC v2.4 [33] using the ab initio reconstruction job followed by

the homogeneous refinement job with default parameters. The final reconstruction

reported a GSFSC 0.143 [36] resolution of 3.1 Å with a tight mask and 4.1 Å unmasked.

Homogeneous 3D reconstruction of the bL17-depleted ribosome assembly interme-

diates (EMPIAR-10076) was performed as above, leading to a final structure with a

GSFSC 0.143 resolution of 3.2 Å with a tight mask and 4.8 Å unmasked.
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Homogeneous 3D reconstruction of the RAG complex (EMPIAR-10049) was

performed as a “Homogeneous Refinement (NEW!)” job in cryoSPARC v2.15 with

all default settings, including C1 symmetry. The asymmetric PC map of the RAG

complex was used as an initial model (EMDB 6489), low pass filtered by 30 Å. The

final structure had GSFSC 0.143 resolution of 3.6 Å with a tight mask and 4.6 Å

unmasked.

Poses from a consensus reconstruction of the pre-catalytic spliceosome were obtained

from the star file deposited in EMPIAR-10180.

4.4.3 CryoDRGN homogeneous reconstruction

CryoDRGN decoder networks with no input latent variable were trained for 50 epochs

on full-resolution images of the RAG complex (𝐷=192, 1.23 Å/pix) and the Pf80S

ribosome (𝐷=360, 1.34 Å/pix). The tested architectures were MLPs with ReLU

activations, where the network size was either 3 hidden layers of width 128 (denoted

128×3), 256×3, 512×3, 1024×3, or 1024×10. Image poses were set to poses obtained

from a consensus reconstruction in cryoSPARC [33], described above. Networks were

trained on minibatches of 8 images using the Adam optimizer [18] with a learning

rate of 0.0001. Once training completed, the decoder network was evaluated on the

3D coordinates of a 𝐷 × 𝐷 × 𝐷 voxel array spanning [−0.5, 0.5]3, where 𝐷 is the

image size in pixels along one dimension. For visualization in Figure 4-2, the RAG

complex density maps were sharpened by -54 Å2 and -127.4 Å2 for the cryoDRGN

and cryoSPARC map, respectively, based on Guinier analysis [36] performed in a

custom Python script; both the cryoSPARC and cryoDRGN density maps of the Pf80S

ribosome were sharpened using the published B-factor of -80.1 Å2.

4.4.4 Map-to-map FSC

Fourier shell correlation curves were computed between the cryoSPARC density maps

and cryoDRGN density maps using a custom Python script available in the cryoDRGN

software. Real space masks were defined by first thresholding the cryoDRGN volume
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at half of the 99.99th percentile density value. The mask was then dilated by 25 Å

from the original boundary, and a soft cosine edge was used to taper the mask to 0 at

15 Å from the dilated boundary.

4.4.5 CryoDRGN heterogeneous reconstruction

Model training

A summary of the datasets, hyperparameters, and runtimes for all cryoDRGN hetero-

geneous reconstruction experiments is given in Supplementary Table 4.1. CryoDRGN

encoder-decoder networks were trained from their randomly initialized values for each

single particle cryo-EM dataset. Image poses used for training were either the ground

truth poses for simulated datasets or poses obtained from a consensus reconstruction

as described above. All networks were trained on minibatches of 8 images using the

Adam optimizer with a learning rate of 0.0001. After training, the dataset images

were evaluated through the encoder to obtain the latent encoding for each image. We

define the latent encoding as the maximum a posteriori value of 𝑞𝜉(𝑧|𝑥) predicted by

the encoder.

Latent space visualization

For latent spaces with dimension greater than 2, the distribution of latent encodings

were visualized with standard dimensionality reduction techniques such as PCA and

UMAP35. PCA projections of latent space particle distributions were computed

using the implementation provided by scikit-learn [29]. Two-dimensional UMAP

[24] embeddings were computed using version 0.4.1 of the Python implementation

(https://github.com/lmcinnes/umap) with the default settings of k=15 for the k-

nearest neighbors graph and a minimum distance parameter of 0.1. Automated tools

to analyze and visualize the latent space given the outputs of model training are

provided in the cryoDRGN software.
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Density map generation

Density maps were generated for a given value of the latent variable 𝑧 by evaluating

the trained decoder on 𝑧 and the 3D coordinates of a 𝐷×𝐷×𝐷 voxel array spanning

[−0.5, 0.5]3. For higher dimensional latent spaces (|𝑧| > 1), to generate representative

samples from different regions of the latent space, we perform k-means clustering of the

dataset’s latent encodings to partition the latent space into k regions. A representative

density map for each region is generated at the “on-data” cluster center; We define

the latent encoding closest in Euclidean distance to the k-means cluster center as the

“on-data” cluster center. Automated tools to generate k representative density maps

following this procedure are provided in the cryoDRGN software.

4.4.6 Heterogeneous reconstruction of simulated datasets

For each simulated heterogeneous dataset, a 1-D latent variable model was trained

for 100 epochs. The encoder architecture was 256× 3 and the decoder architecture

was 512× 5. The image poses used for training were the ground truth image poses.

After training on the Uniform simulated dataset, structures shown in Figure 4-3C

were generated at the 5th, 23rd, 41st, 59th, 77th, and 95th percentile values of the

latent encodings, and sharpened by a B-factor of -100 Å2. After training on the

Compositional simulated dataset, structures shown in Figure 4-3D were generated

at the k-means cluster centers after performing k-means clustering with k=3 on the

latent encodings and sharpened by a B-factor of -100 Å2. Spearman correlation was

computed using the implementation provided in the scipy version 1.5.2 Python package

(https://www.scipy.org).

4.4.7 Per-image FSC

For simulated datasets where the ground-truth distribution of structures is known,

“per-image FSC” curves can be computed between cryoDRGN-reconstructed density

maps and the ground-truth density maps to quantitatively evaluate the reconstructed

ensemble. To compute a per-image FSC, an FSC curve is computed between the
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density map generated by the cryoDRGN decoder at the value of the latent variable

predicted for a given particle image and the ground-truth density map used to generate

the image. 100 images randomly sampled according to the ground truth distribution of

structures were used in the assessment of each of the simulated datasets. No real-space

mask was used in computing the FSC.

4.4.8 Heterogeneous reconstruction of the RAG complex (EMPIAR-

10049)

A 10-D latent variable model was trained on full-resolution particle images from

EMPIAR-10049 (𝐷=192, 1.23 Å/pix) and their consensus reconstruction poses for 25

epochs. The encoder and decoder architectures were 1024× 3.

Density map generation: After training, k-means clustering with k=100 was

performed on the predicted latent encodings for the dataset, and volumes were

generated at the “on-data” cluster centers using the decoder network. Six structurally

diverse representative structures were manually selected for visualization in Figure

4-4A.

Traditional heterogeneous refinement: To validate the heterogeneous RSS and NBD

conformations observed in cryoDRGN, we use the 6 selected density maps, low pass

filtered by 20 Å, as initial models to a heterogeneous refinement job in cryoSPARC

v2.15.

4.4.9 Heterogeneous reconstruction of the 80S ribosome (EMPIAR-

10028)

Pilot experiments: A 10-D latent variable model was trained on downsampled images

(𝐷=128, 3.78 Å/pix) from EMPIAR-10028 and their consensus reconstruction poses

for 50 epochs. The encoder and decoder architectures were 256× 3.

Particle filtering: After training, k-means clustering with k=20 was performed on

the predicted latent encodings for the dataset. One cluster contained 860 particles

that were outliers when viewing the projected encodings along the first and second
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principal component. This observation was reproducible, and the particles belonging

to the outlier cluster from either of two replicates (960 particles in total) were removed

from the dataset.

High-resolution training: After particle filtering, a 10-D latent variable model was

trained on a random 90% the remaining 104,280 images (𝐷=256, 1.88 Å/pix) for 25

epochs. The encoder and decoder architectures were 1024× 3.

Density map generation: After training, k-means clustering with k=50 was per-

formed on the predicted latent encodings for the dataset, and volumes were generated

at the “on-data” cluster centers using the decoder network. A representative structure

of the rotated state and the unrotated state were manually selected for visualization in

Figure 4-4B. A representative structure of the missing head group state was manually

selected for visualization in Supplementary Figure 4-3. The numbered k-means

cluster centers shown in Supplementary Figure 4-9A, originally arbitrarily ordered,

were reordered based on hierarchical clustering of the latent encodings with Euclidean

distance metric and average linkage.

Validation with traditional reconstruction: To validate the 40S rotated state, we

selected 4,889 particles as the cluster from k-means clustering with k=20 that was

separated along PC1 (Supplementary Fig. 4-10). These particles were then input

to a homogeneous refinement job in cryoSPARC v2.15. The cryoDRGN density map,

low pass filtered by 30 Å, was used as the initial model.

4.4.10 Heterogeneous reconstruction of the assembling 50S

ribosome (EMPIAR-10076)

Pilot experiments: A 1-D and a 10-D latent variable model were trained on downsam-

pled images (𝐷=128, 3.3 Å/pix) from EMPIAR-10076 with poses from a consensus

reconstruction for 50 epochs. The encoder and decoder architectures were 256× 3.

Particle filtering: From the 1-D experiment, particles with 𝑧 < −1 were removed

from subsequent analysis. From the 10-D experiment, a 5-component, full-covariance

Gaussian mixture model (GMM) was fit to the latent encodings using scikit-learn [29],
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and particles from the outlier cluster were removed. The outlier cluster was identified

by visualizing the magnitude of the latent encodings (Supplementary Fig. 4-10).

The intersection of both filtered particles stacks was used for subsequent analysis. 2D

classification of the kept and removed particles was performed in cryoSPARC v2.4 [33]

using all default options except for the number of 2D classes, which was set to 20. Ab

initio reconstruction of the kept and removed particles was performed in cryoSPARC

v2.4 [33] using all default options.

High-resolution training: A 10-D latent variable model was trained on a random

90% of the remaining 97,031 images (𝐷=256, 1.7 Å/pix) for 50 epochs. The encoder

and decoder architectures were 1024 × 3. Two additional replicates were run, one

with the exact settings from a different random initialization and a second with latent

variable dimension |𝑧| = 8.

Density map generation: After training, the dataset’s latent encodings were

viewed in 2D with UMAP [24]. Density maps corresponding to the major and minor

assembly states were generated at the “on-data” mean latent encoding for each class,

i.e. 𝑧𝑀 = 1
|𝑀 |

∑︀
𝑖∈𝑀 𝑧𝑖 , where 𝑀 is the set of particles assigned to a given class in the

published 3D classification.

Map-to-map FSC: The map-to-map FSC was computed between the cryoDRGN

and published density map for each minor class. Density maps were aligned in

Chimera and a loose real-space mask (obtained as described above) was applied before

computing an FSC curve.

Reproducibility analysis: For each replicate, a 5-component, full-covariance GMM

was fit to the UMAP embeddings using scikit-learn [29]. UMAP axes were negated to

facilitate visual comparison. Label assignments were permuted to ensure consistent

assignments between replicates. Clustering consistency was computed as the percentage

of particles with identical GMM labels.

New assembly state C4: Particles corresponding to the new assembly state were

manually selected from the UMAP embeddings with an interactive lasso tool in a

custom visualization script available in the cryoDRGN software, whose outline is shown

in the Figure 4-5F, inset. The mean latent encoding of the resulting 1,113 selected
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particles was used to generate the structure representative for this new assembly state.

Validation of C4 with traditional refinement: The particles associated with class

C4 were then input to a homogeneous refinement job in cryoSPARC v2.15. The

cryoDRGN density map, low pass filtered to 30 Å, was used as the initial model.

4.4.11 Heterogeneous reconstruction of the pre-catalytic spliceo-

some (EMPIAR-10180)

Pilot experiments: A 10-D latent variable model was trained on downsampled images

(𝐷=128, 4.25 Å/pix) from EMPIAR-10180 for 50 epochs. The encoder and decoder

architectures were 256× 3. Poses were obtained from the consensus reconstruction

values given in the consensus_data.star deposited to EMPIAR-10180.

Particle filtering: The UMAP embeddings showed multiple clusters where the

largest cluster corresponded to fully formed pre-catalytic spliceosomes. Particles

corresponding to other clusters were removed from subsequent analyses by first

performing k-means clustering with k=20 on the latent encodings, and removing

k-means clusters whose structure did not resemble the fully formed pre-catalytic

spliceosome (11 out of 20 k-means clusters in one replicate, and 10 out of 20 in a

second replicate).

High-resolution training: A 10-D latent variable model was trained on a random

90% of the remaining 155,247 images (𝐷=256, 2.1 Å/pix) for 50 epochs. The encoder

and decoder architectures were 1024× 3.

Density map generation: After training, the dataset’s latent encoding was viewed

in 2-D with UMAP and PCA. Density maps in Figure 4-6D were generated at the

latent encoding values along the PC1 axis at five equally spaced points between the 5th

and 95th percentile of PC1 values. Density maps in Supplementary Figure 4-17

were generated at the latent encoding values along the PC2 axis at five equally spaced

points between the 5th and 95th percentile of PC2 values. Density map generation

along PC axes is implemented in a custom script in the cryoDRGN software.
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4.4.12 Latent space graph traversal for generating trajectories

Trajectories were generated by first creating a nearest-neighbors graph from the latent

encodings of the images, where a neighbor was defined if the Euclidean distance was

below a threshold computed from the statistics of all pairwise distances. We choose

a value for each dataset such that the average number of neighbors across all nodes

is 5. Edges were then pruned such that a given node does not have more than 10

neighbors. Then, Djikstra’s algorithm [1] was used to find the shortest path along the

graph connecting a series of anchor points, and density maps were generated at the z

value of the visited nodes. Anchor points were either defined manually or set to be the

“on-data” cluster centers after performing k-means clustering of the latent encodings.

CryoDRGN’s graph traversal algorithm is provided in the cryoDRGN software.

4.4.13 Density map visualization

All density map figures and trajectories were prepared with ChimeraX [13] and are

viewed at identical isosurface levels for a given model unless otherwise specified.

4.4.14 3DVA

3D Variability Analysis [35] was performed in cryoSPARC v2.15 on the 139,722 parti-

cles and their consensus poses comprising the filtered EMPIAR-10180 dataset used

in cryoDRGN analysis. Three variability modes were solved with all default options

and the low-pass filter resolution set to 7 Å. 3DVA per-particle latent encodings

were extracted from the cryoSPARC metadata file. Spearman correlation was com-

puted using the implementation provided in the scipy version 1.5.2 Python package

(https://www.scipy.org). To visualize the component 1 trajectory in Supplementary

Figure 4-16D, the consensus density map was combined with the component 1

eigen-volume at 5 equally spaced points between the 1st and 99th percentile value of

the 3DVA component 1 latent encoding distribution.
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4.5 Supplementary Tables

Table 4.1: Summary of dataset statistics, training hyperparameters, and runtimes for
cryoDRGN heterogeneous reconstruction experiments. The neural network architecture
is denoted as 𝑑 × 𝑙, where 𝑑 indicates the number of nodes per layer and 𝑙 is the
number of hidden layers. The architecture corresponds to both the encoder (E) and
decoder (D) MLPs unless otherwise specified. Total training times were recorded from
training on a single Nvidia Tesla V100 32GB memory GPU card on either an Intel
Xeon Gold 6130 CPU (2.10GHz, 791GB of RAM) or an IBM Power9 node with 1.2
TB of RAM. The reported training times may be overestimated since the presence of
any concurrently running programs was not controlled for. (*) The training time of
the third replicate of EMPIAR-10076 is substantially faster as using |𝑧| = 8 better
satisfies tensor shape constraints for Nvidia Tensor Core hardware acceleration.

4.6 Supplementary Figures
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Figure 4-7: Per-image FSC curves between ground-truth maps and density maps
from cryoDRGN trained on simulated heterogeneous datasets. For each dataset, we
compute 100 “per-image FSC” curves between generated and ground-truth density
maps (Section 4.4.7). Images are sampled at equally spaced percentiles along the
reaction coordinate for the Uniform, Cooperative, and Noncontiguous datasets. For
the Compositional dataset, the per-image FSC for 20, 30, and 50 randomly sampled
images of the 30S, 50S, and 70S ribosome, respectively, are shown. No mask is used
in computing the FSC.
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Figure 4-8: RAG complex density maps reconstructed by cryoDRGN and by heteroge-
neous refinement in cryoSPARC [33]. A) Front (top) and back (bottom) view of the
six cryoDRGN density maps of the RAG complex from Figure 4-4B. B) Density
maps from 3D classification in cryoSPARC using the cryoDRGN density maps in
(A) as initial models. Gold-standard FSC resolution and number of particles used in
reconstruction are noted. C) Two side views of the density maps from 3D classification
in (B), focusing on the RSS and NBD.
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Figure 4-9: Structural heterogeneity in the small subunit of the Pf80S ribosome. A)
UMAP visualization of latent space encodings of EMPIAR-10028 particles with 50
sampled points shown in black. Sampled points are ordered according to distances
in latent space (Section 4.4.9). Visual inspection of the 50 volumes generated at the
depicted points reveals 3 volumes with the 40S in a rotated state (purple) and 6
volumes with portions of the 40S head region missing (pink). B) Density map of
the 80S ribosome with the missing head group reconstructed by cryoDRGN (pink)
compared with the density maps from Figure 4-4C showing the canonical (blue) and
40S-rotated (purple) forms of the 80S ribosome. The density maps are generated from
points 32, 4, and 1 in panel A from left to right.
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Figure 4-10: Validation of Pf80S rotated state with cryoSPARC. A) PCA and UMAP
visualization of the cryoDRGN latent space representation of Pf80S particle images
with 4,889 particles separated along PC1, selected with k-means clustering, colored in
purple (Section 4.4.9). B) Density map from cryoSPARC homogeneous refinement
(purple) using the 4,889 particles selected in (A). The density map is also shown
superimposed with the cryoDRGN unrotated state (blue) and annotated as in Figure
4-4C. C) Gold standard FSC (GSFSC) curve between independent half-maps of the
cryoSPARC refinement of the Pf80S rotated state and map-to-map FSC between the
cryoDRGN and cryoSPARC density map of the Pf80S rotated state. Dotted lines
indicate 0.5 and 0.143 cutoffs.
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Figure 4-11: Filtering of particles from the assembling ribosome dataset. A) UMAP
visualization of the 10-D latent encodings from cryoDRGN as in Figure 4-5B, colored
by cluster after fitting a 5-component Gaussian mixture model. The cluster that was
removed from subsequent analysis is colored orange. B) UMAP visualization of (A),
colored by the magnitude of the latent encodings, ‖𝑧‖. C) Nine randomly sampled
particle images from EMPIAR-10076 with ‖𝑧‖ > 10 as predicted from cryoDRGN
training in (A,B). Each image is 419.2 Åalong each side. D) Table summarizing
dataset filtering. E,F) 2D classification and ab initio reconstruction of the 34,868
removed particles. G,H) 2D classification and ab initio reconstruction of the 97,031
kept particles.
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Figure 4-12: Minor LSU assembly states reconstructed by cryoDRGN. A) Density
maps of the LSU minor assembly states reconstructed by cryoDRGN. Each cryoDRGN
structure is generated at mean of the latent encoding of particles with the corresponding
class assignment from Davis et al. [11]. B) Map-to-map FSC curves between the
generated cryoDRGN density maps and the published density map from Davis et al.
[11]. Published resolutions for assembly states B-E ranged between 4-5 Å. Dotted lines
indicate 0.5 and 0.143 cutoffs. C,D) Reproduction of the cryoDRGN latent space
shown in Figure 4-5G, colored by minor assembly state (C), or viewed in separate
panels (D).
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Figure 4-13: Validation of LSU class C4 with cryoSPARC. A) Density map from
cryoSPARC homogeneous refinement of the 1,113 particles selected from the cryoDRGN
latent representation that constitute class C4 (right), compared with the density map
generated by cryoDRGN (left) from Figure 4-5I. rRNA helix 68 is circled in red. B)
Gold standard FSC (GSFSC) curve between independent half-maps of the cryoSPARC
reconstruction and map-to-map FSC between the cryoDRGN and cryoSPARC maps
shown in (A). Dotted lines indicate 0.5 and 0.143 cutoffs.
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Figure 4-14: Reproducibility of cryoDRGN’s latent space representation of the assem-
bling ribosome. A) UMAP visualization of the latent encodings from replicate runs of
cryoDRGN trained on the filtered particles of EMPIAR-10076. Particle embeddings
are colored by major assembly state assigned from 3D classification in Davis et al.
[11]. B) UMAP visualization of (A), colored by cluster after fitting a 5-component
Gaussian mixture model on the UMAP embeddings. C, D) Consistency of the GMM
labeling between replicates reported as the percentage of particles with identical labels
(C) and the confusion matrix of GMM cluster assignments (D).
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Figure 4-15: Comparison of multi-body refinement [26] and cryoDRGN of the pre-
catalytic spliceosome. A) Visualization of a rigid-body trajectory from multibody
refinement of the pre-catalytic spliceosome. Snapshots are extracted from the trajectory
along PC1 of rigid-body orientations, showing a large-scale motion of the SF3b
subcomplex. The masks that define the rigid-body decomposition of the complex
are shown on the right. The circle highlights a helix that breaks at the boundary
between bodies where the rigid-body assumption no longer holds. Adapted from
Video 3 of Nakane et al. [27] and density maps and masks deposited in EMPIAR-
10180. B) Alternate view of cryoDRGN’s PC1 traversal in Figure 4-6. CryoDRGN
learns the same overall motion of the SF3b subcomplex, however its neural network
representation lacks the helix-breaking artifact.

152



Figure 4-16: Comparison of cryoSPARC’s 3D variability analysis (3DVA) [35] and
cryoDRGN. A) Density map of the consensus reconstruction and 2D projections of the
top three 3DVA variability components (i.e. eigen-volumes) that form a linear basis
describing structural heterogeneity of the pre-catalytic spliceosome. B) 3DVA latent
encodings of particles from the filtered EMPIAR-10180 dataset. C) Comparison of
3DVA component 1 latent encodings and PC1 of the cryoDRGN 10-D latent encodings
from Figure 4-6C. Correlation indicates Spearman correlation. D) 3DVA component
1 trajectory at the depicted points in (B). E) Alternate view of the density maps
from the cryoDRGN PC1 trajectory in Figure 4-6D.
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Figure 4-17: Additional structures of the pre-catalytic spliceosome reconstructed by
cryoDRGN. A) PCA projection of the 10-D latent encodings from cryoDRGN as in
Figure 4-6C with 5 points along PC2. B) Structures generated by traversing along
PC2 of the latent space representation at points shown in (A).
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Chapter 5

CryoDRGN2: Ab initio neural

reconstruction

Protein structure determination from cryo-EM data requires reconstructing a 3D

volume (or distribution of volumes) from many noisy and randomly oriented 2D

projection images. While the standard homogeneous cryo-EM reconstruction task aims

to recover a single static structure, recently-proposed neural and non-neural cryo-EM

reconstruction methods can reconstruct distributions of structures, thereby enabling

the study of protein complexes that possess intrinsic structural (compositional or

conformational) heterogeneity. These heterogeneous reconstruction methods, however,

require fixed image poses, which are typically estimated from an upstream homogeneous

reconstruction and are not guaranteed to be accurate under highly heterogeneous

conditions.

In this chapter, we describe cryoDRGN2, an extension of cryoDRGN for ab initio

heterogeneous reconstruction. CryoDRGN2 jointly estimates image poses and learns

a neural model of a distribution of 3D structures without any prior pose or volumetric

information. To achieve this, we adapt search algorithms from the traditional cryo-EM

literature, and describe the optimizations and design choices required to make such

a search procedure computationally tractable in the neural model setting. We show

that cryoDRGN2 is robust to the high noise levels of real cryo-EM images, trains

faster than earlier neural methods, and achieves state-of-the-art performance on real
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heterogeneous cryo-EM datasets.

This chapter presents work described in [57] performed jointly with Adam Lerer,

Joey Davis, and Bonnie Berger and presented at the 2021 International Conference on

Computer Vision.

Figure 5-1: Overview of the cryoDRGN2 approach for ab initio reconstruction. (a)
Example cryo-EM images of the RAG1-RAG2 complex [EMPIAR-10049]. (b) A
multi-resolution 5-D pose search procedure doubles the resolution of the search grid
at each iteration. (c) Coordinate-based MLP representation for volume (d) Volumes
during ab initio training on the RAG dataset (e) A hypothetical training schedule
interleaves pose search (expensive) and volume update (cheap) epochs. The model
may also be reset after initial iterations to avoid vanishing gradients in training the
neural volume.

5.1 Introduction

The last decade has seen explosive growth in the development and application of

single particle cryo-electron microscopy (cryo-EM) for 3D structure determination of

proteins and other biomolecules. Driven by parallel developments in improved hard-

ware and image processing algorithms, many challenging structures not amenable to

crystallographic approaches have now been solved at atomic or near-atomic resolution

with cryo-EM [19, 29, 36].
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Central to structure determination with cryo-EM is the computational reconstruc-

tion of the target molecule’s 3D electron scattering potential (i.e. volume) from an

experimentally-derived dataset of microscopy images. In a cryo-EM experiment, a

purified solution of the molecule of interest is frozen in a thin layer of vitreous ice and

imaged at cryogenic temperatures using a transmission electron microscope. After

initial pre-processing of the raw micrographs, the resulting imaging dataset contains

thousands to millions of noisy and randomly oriented 2D projection images (Fig. 5-1a).

The goal of the cryo-EM reconstruction task is to infer the underlying 3D structure or

structures present in the recorded images.

The 3D reconstruction task is a challenging inverse problem primarily due to

the unknown image poses and the high amount of noise in the images. It is further

complicated by the potential for each molecule to adopt variable conformations.

A major opportunity thus exists to use cryo-EM to visualize and study complex

distributions of dynamic protein structures, and numerous algorithms have been

proposed to extract multiple structures from the imaging dataset, termed heterogeneous

reconstruction [44].

Recent neural methods have shown promise in instantiating expressive continuous

latent variable models for structural variability in cryo-EM data. In particular,

cryoDRGN performs heterogeneous reconstruction by learning a deep generative

model for 3D cryo-EM volumes. The first instantiation of cryoDRGN performed joint

optimization of pose and heterogeneity with a branch and bound (BNB) algorithm for

pose search (referred to as cryoDRGN-BNB here) [56]; however, this version scaled

poorly and could not produce high-quality reconstructions of real cryo-EM datasets. In

follow-up work, high-quality reconstructions on real data were achieved by modifying

cryoDRGN to take previously estimated poses from a homogeneous reconstruction

as input, hence eliding the difficult pose search procedure [55]. By estimating the

intrinsic structural heterogeneity separately from the extrinsic pose variables, these

methods are limited to mildly heterogeneous conditions where pose inference remains

accurate.

In this chapter, we revisit the problem of joint optimization of image pose and
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volumes in cryoDRGN. In particular, we consider 5-D camera pose optimization in the

context of a feed-forward MLP representation of volume, and propose search techniques

to address the high render time of MLPs relative to voxel-based representations. We

further identify a pathological case of vanishing gradients during training that we

hypothesize originates from distributional shifts of the objective function during

joint optimization. With these techniques, we improve upon both the speed and

accuracy of cryoDRGN-BNB and demonstrate for the first time that neural models

can achieve state-of-the-art accuracy for fully unsupervised ab initio reconstruction

on both homogeneous and heterogeneous real cryo-EM datasets.

5.2 Background and Related Work

The standard cryo-EM reconstruction task involves reconstructing a single volume

𝑉 : R3 → R from many noisy and randomly oriented 2D projection images of 𝑉 . As

cryo-EM images are orthographic integral projections of the volume, 2D images can

be related to the 3D volume by the Fourier slice theorem [3], which states that the

Fourier transform of a 2D projection is a central slice from the 3D Fourier transform

of the volume. The generative process for image 𝑋̂ in the Fourier domain is thus

written:

𝑋̂(𝑘𝑥, 𝑘𝑦) = 𝑔𝑆(𝑡)𝑉 (𝑅𝑇 (𝑘𝑥, 𝑘𝑦, 0)
𝑇 ) + 𝜖 (5.1)

where 𝑉 : R3 → R is the electron scattering potential (volume), 𝑅 ∈ 𝑆𝑂(3), the 3D

rotation group, is an unknown orientation of the volume, and 𝑆(𝑡) is a phase shift

operator corresponding to in-plane translation in real space by 𝑡 ∈ R2, which models

imperfect centering of the volume within the image. The image signal is multiplied

by 𝑔, the contrast transfer function (CTF) for the microscope before being corrupted

with frequency-dependent Gaussian noise and registered on a discrete grid of size

𝐷 ×𝐷, where 𝐷 is the size of the image along one dimension.

Under this model, the probability of observing an image 𝑋̂ with pose 𝜑 = (𝑅, 𝑡)

from volume 𝑉 is:
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𝑝(𝑋̂|𝑅, 𝑡, 𝑉 ) =
1

𝑍
exp
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𝑙

−1
2𝜎2

𝑙

⃒⃒⃒
𝑔𝑙𝐴𝑙(𝑅)𝑉 − 𝑆𝑙(𝑡)𝑋̂𝑙

⃒⃒⃒2)︂
(5.2)

where 𝐴(𝑅)𝑉 = 𝑉 (𝑅𝑇 (·, ·, 0𝑇 ) is a linear slice operator corresponding to rotation by

𝑅 and linear projection along the z-axis in real space, 𝑙 is a two-component index over

Fourier coefficients for the image, 𝜎𝑙 is the width of the Gaussian noise expected at

each frequency, and 𝑍 is a normalization constant. We refer the reader to [44] for a

review of cryo-EM image formation and reconstruction methods.

Reconstruction algorithms are formulated as optimization of this statistical model,

typically done in an iterative fashion with expectation maximization (E-M) or gradient

descent-based approaches [44]. In the E-M approach, starting from an initial model,

images are aligned with the model (E-step). Then aligned images are “backprojected”

to yield an updated estimate of 𝑉 (M-step). Many software tools exist for 3D

refinement[41, 47, 12, 34, 23]. Scheres [40] first proposed a Bayesian framework for

maximum a posteriori estimation of 𝑉 , marginalizing over the posterior distribution

of 𝜑𝑖’s.

While full marginalization can address uncertainty in pose variables, it is compu-

tationally demanding and many algorithms instead use a single maximum likelihood

estimate for pose [12, 23, 47, 34]. In these iterative approaches, convergence of E-M

to the correct structure depends strongly on the initialization, which is commonly

obtained from other data sources, e.g. negative stain EM or approximations from

previously-solved, related structures. In Brubaker et al. [4], stochastic gradient descent

was proposed for data-driven, ab initio reconstruction of a low-resolution initial model,

which was implemented in the cryoSPARC software package [34].

Heterogeneous reconstruction: Structural heterogeneity of the imaged protein

complex is unknown a priori and can present in many forms (e.g. continuous motions

vs. discrete compositional changes). Early approaches modeled structures as generated

from a discrete mixture model of a small number of volumes [43, 42, 23], and the

modelling of continuous motions was seen as a major challenge for the field. Advanced

methods for heterogeneity analysis have since been proposed that learn continuous
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models of molecular variation [27, 33, 9, 26, 21, 20, 55, 5, 32, 58]. These methods all

model structural heterogeneity with previously-posed images (e.g. from a homogeneous

reconstruction), which limits the scope of heterogeneity analysis to structures where

the consensus reconstruction is accurate.

Neural cryo-EM reconstruction: Until recently, all existing cryo-EM recon-

struction methods used 3D voxel arrays to parameterize volume(s). Zhong et al.

proposed cryoDRGN [56], a coordinate-based neural architecture to directly approxi-

mate the continuous 3D density function. Preliminary work describing cryoDRGN

proposed the joint optimization of pose and heterogeneity with a branch and bound

(BNB) algorithm for pose search (referred to as cryoDRGN-BNB in this work) [56].

Later work extended the cryoDRGN approach to real datasets by using image poses

from a consensus (homogeneous) reconstruction [55], and has been successfully applied

to identify novel structures [55, 13]. CryoGAN presented an alternate paradigm at

the proof-of-concept stage for homogeneous reconstruction, which obviates the need

for inference of image pose via distribution matching [14]. Recently, learning-based

approaches for reconstruction attempt to infer pose by optimizing a parametric func-

tion to approximate the posterior over pose variables [37, 28]. These approaches have

only been shown on synthetic datasets, and it remains to be seen how robust the

optimization of this function is for real cryo-EM data.

Related work in computer vision: CryoDRGN models a continuous volume

representation for protein structure that is related to the 3D representation used

in other domains of computer vision [22, 30, 46, 45, 25]. Most similar is the neural

radiance fields (NeRF) model used for novel view synthesis (NVS) of 3D natural

scenes [25]. Unlike the natural image data used to train NeRF and related models

however, the cryo-electron microscope produces noisy integral projections and thus

the cryoDRGN coordinate-based neural model is specified in the Fourier domain with

image generation modeled as central slices instead rendering with ray tracing.

In the standard setup of optimizing NeRF models for NVS [25], camera poses

are treated as known. iNeRF inverts this process, and estimates camera poses via

gradient descent to backpropagate the loss on a pretrained NeRF model directly into
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pose parameters [52]. NeRF— performs joint optimization of camera pose and the

3D scene/shape using gradient descent, updating poses from their initial, random

values [50]. Here, we show that gradient descent on the cryo-EM reconstruction objec-

tive for image pose optimization fails. Instead, we propose an exhaustive pose search

procedure performed concurrently with the optimization of the volume representation

to achieve state-of-the-art performance on real cryo-EM datasets.

5.3 Method

In this section, we briefly overview the cryoDRGN architecture. Then, we describe

the pose search algorithm in cryoDRGN2 and a series of strategies we use to speed

up pose search. We then describe our overall training schedule, which alleviates a

potential pathology when optimizing neural models under a nonstationary objective.

5.3.1 Overview of cryoDRGN

CryoDRGN parameterizes cryo-EM volumes using a coordinate-based MLP with

parameters 𝜃 to directly approximate the continuous density function, 𝑉𝜃 : R3 → R

(Figure 5-1c). The model is specified in Hartley space [15] (which is closely related

to Fourier space as the real minus imaginary Fourier components for real-valued

signal). Thus, input Cartesian coordinates represent Hartley transform coefficients,

and cryo-EM images (i.e. integral projections) are 2D central slices of the model

whose orientation is determined from the image pose (Section 5.2). In heterogeneous

reconstruction, the volume representation is augmented with a latent variable that

is learned using amortized variational inference in the framework of variational au-

toencoders (VAEs) (An overview of the architecture is shown in Figure 5-8). Image

poses, 𝜑 ∈ 𝑆𝑂(3)× R2, are treated explicitly as geometric operations on a Cartesian

coordinate lattice spanning [−0.5, 0.5]2 that are input to the model. Training a cryo-

DRGN network involves optimizing neural network weights 𝜃, and image poses 𝜑𝑖 to

maximize the likelihood of the experimental data under the image formation model

(Equation 5.1). For more details, see Zhong et al. 2020 [56].
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5.3.2 5-D pose search

In neural reconstruction, each model evaluation 𝑉𝜃(𝑘) of coordinate 𝑘 (which cor-

responds to a Fourier coefficient of an image’s pixel) requires an expensive MLP

evaluation. This is in contrast to voxel-based reconstruction, where image pixel values

are computed by linear interpolation. In this work, we rethink the search procedure

to minimize the number of neural network evaluations.

In cryoDRGN2, the pose 𝜑𝑖 for a given image 𝑋̂𝑖 is estimated using a hierarchical

search procedure over multi-resolution grids on the space of rotations and in-plane

translations. We begin with an exhaustive search in the 5-D space of rotations and

in-plane translations at some base resolution, 𝛾0, followed by an iterative refinement

of the 𝐾 most likely candidate poses by binary search at successively higher resolution

grids, 𝛾1 = 𝛾0/2, ..., 𝛾𝑀 , (Fig. 5-1b). We also employ frequency marching [2], where

we band-limit the signal to low frequency components of the image, and successively

increase the frequency band-limit from 𝑘𝑚𝑖𝑛 to 𝑘𝑚𝑎𝑥 through the 𝑀 iterations of

pose refinement; this both decreases computational cost and prevents over-fitting on

high-frequency noise while the grid is too coarse to align the high-frequency features.

Finally, we note that the choice of the base grid resolution 𝛾0 has a significant impact

on the accuracy of pose search, and that the base grid resolution used in state-of-the-art

tools was not computationally tractable in cryoDRGN-BNB. In the next sections, we

discuss various speedups of the pose search procedure in cryoDRGN2 to enable fast

and accurate pose search comparable with traditional state-of-the-art tools.

Speeding up exhaustive search by interpolation

Consider the cost of the exhaustive search procedure. Using a base resolution of 15∘

and a translation base grid of 14× 14 (our defaults) leads to 903,168 pose evaluations

for a single image. Each pose evaluation consists of a squared error evaluation between

the model 𝑉 and the 𝐷2 pixels of a central slice.

To minimize neural network evaluations, we combine the interpolation ideas from

voxel-based reconstruction with our neural model. Instead of evaluating the MLP for
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each pixel in each pose, for the exhaustive search one can compute a 3D lattice within

the frequency cutoff and compute pixel estimates by interpolation. In practice, we

use interpolation only for the in-plane rotations, which reduces model evaluations by

a factor of 24 (for the 15∘ resolution grid), taking the exhaustive search step off the

critical path.

Interpolation is only accurate if the underlying function is smooth. Smoothness in

Fourier space corresponds to the function being flat at large r in real space, which

is satisfied as long as the model output is centered and smaller than the box size.

Importantly, it’s not satisfied for the images, which have a high degree of noise

throughout the image; therefore, we found it crucial to interpolate the model output

rather than the image.

Leveraging a cheap translation operator

Search over in-plane translations does not require extra model evaluations because

translations in real space map to multiplication by an exponential function in Fourier

space, which can be computed exactly without additional model evaluations.

For efficiency, we apply translations to the (single) image rather than the 4,608

model estimates at different poses. Computing the optimal pose now consists of finding

the minimum mean squared error (MSE between approximately 105 model estimates

with about 102 translated images. Taking advantage of the identity (𝐴 − 𝐵)2 =

|𝐴|2 + |𝐵|2 − 2𝐴 · 𝐵, all the MSEs can be computed as a single matrix multiply

between the rotated estimates and the translated images (plus some norms), which is

both memory-efficient and very fast on modern CPU and GPU architectures.

The fact that evaluating translations is essentially free leads us to a new approach for

pose refinement, which effectively factorizes the search over 𝑆𝑂(3)×R2 to independent

searches over 𝑆𝑂(3) and R2 under some (standard) assumptions. In earlier work, the

top 𝐾 ≤ 24 most likely candidate poses were selected for refinement; a grid of 23+2

new poses was evaluated for each candidate [56]. In practice, these candidates often

corresponded to multiple translations of the same rotation, while other promising

rotations were discarded. In this work, we instead pick the 𝐾 ≈ 8 most likely candidate
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rotations and the single most-likely translation for each of these rotations, 𝑡*; at the

next resolution of pose refinement, we search a grid of 23 new rotations at the higher

resolution but check a large grid of candidate translation grid points centered around

𝑡* at 2x the resolution with .5x the translational grid extent (see Fig. 5-1b)1. This

allows us to pursue a larger number of candidate poses, and makes the algorithm less

sensitive to the choice of translation resolution.

5.3.3 Training Schedule and Model Re-initialization

Traditional cryo-EM reconstruction consists of an expectation-maximization procedure

of alternating pose inference (E-step) and volume estimation (M-step). In neural

reconstruction, the volume estimation consists of gradient descent on a reconstruction

loss for the maximum-likelihood poses [56]. However, we observe that the represen-

tation quality of the coordinate-based MLP is limited by the number of gradient

updates, and the computational cost of each update is dominated by the pose search

procedure (about 10x slower with pose search than without). Thus, in cryoDRGN2

we increase the number of gradient updates by reusing each computed pose for 𝑁

gradient updates. Specifically, we alternate training epochs that perform pose search

with epochs that reuse the latest computed poses (Fig. 5-1e). For simplicity we set a

constant pose search frequency (e.g. 𝑁=5), however, further speedups can likely be

achieved with different (e.g. exponential) training schedules.

Vanishing gradients

We observed a pathology in neural network training when performing ab initio re-

construction on a particularly challenging dataset. Due to the alternating updates

of pose and volume, the neural network training objective changes during the course

of training: in early epochs, the pose estimates are less accurate leading to an in-
1Since we only check a local grid of translations around the minimum for each rotation candidate,

a key assumption for this approach is that the loss surface with respect to translation is unimodal
given the rotation. This is satisfied for biological datasets with respect to translation. We note that
it’s not satisfied for rotations, e.g. molecular complexes with symmetries will have a local minimum
at each symmetry operator offset from the global minimum, so it is crucial that multiple candidate
rotations be refined.
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ability to resolve features for large |𝑘|; as a result, SGD minimizes the L2 loss by

predicting a constant function at these high frequencies (Fig. 5-4a). Later in training

when high-frequency features can be resolved, the gradient of these high-frequency

predictions is 0 with respect to the input 𝑘 and model parameters, leading to an

inability to update the volume approximation given the new poses (Fig. 5-4c). We

validated that this is a vanishing gradients issues rather than e.g. a local minimum of

the loss, by explicitly computing the gradient 𝑑𝑉𝑘/𝑑𝑤𝑗 and 𝑑𝑉𝑘/𝑑𝑘 for the coordinate

𝑘 highlighted in Figure 5-4c) and observing that they are zero.

Training pathologies due to sparse or vanishing gradients to the parameters is

well documented and a variety of solutions have been proposed [6, 7]. However,

these analyses typically focus on supervised learning, whereas we conjecture that it is

precisely the non-stationarity of the objective that leads to this pathology. We found

that proposed solutions like a Leaky ReLU activation [24] or residual corrections [17]

did not fully solve the problem.

We found that resetting the coordinate MLP model and optimizer state intermit-

tently during training (while retaining the image poses inferred from the old model)

resolved the vanishing gradient problem, as shown in Fig. 5-4. The training schedule

including model reset is illustrated in Fig. 5-1e. We leave a further analysis of this

vanishing gradient problem as well as alternative methods for warm-starting training

from an old model [1] to future work.

5.3.4 Hyperparameters

A listing of the cryoDRGN2 pose search algorithm and its hyperparameters is given

in Section 5.6.1. To choose reasonable defaults for the base resolution 𝛾0, number of

grid subdivision 𝑀 , kept poses per subdivision 𝐾, and frequency marching bounds

𝑘𝑚𝑖𝑛 and 𝑘𝑚𝑎𝑥, we perform a hyperparameter sweep of possible values, evaluated by

aligning a subset of images to a pre-trained cryoDRGN model (Section 5.6.1).

As training speed depends on many external factors, we do not perform an ablation

of each of these techniques to assess computational speedups. Instead, we verify that

our overall pose search algorithm is accurate and compare the overall training time of
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Method Grid setting Time Accuracy

cDRGN-BNB 30∘, 2.8 pix 0:01:32 0.691
cryoDRGN2 30∘, 2.8 pix 0:00:23 0.643
cryoDRGN2 15∘, 1.4 pix 0:00:52 0.004

Table 5.1: Comparison of pose search algorithm and hyperparameter choices. Timing
and accuracy (mean rotation error) are measured for the alignment of 1000 images
from the 80S dataset on a pretrained cryoDRGN model.

our reconstruction method relative to prior work (Table 5.1).

We note that existing traditional reconstruction methods achieved high pose

accuracy with a 𝛾0 = 15∘ or 7.5∘ grid on 𝑆𝑂(3) (which corresponds to 4,608 or 36,864

rotations, respectively)[59], but cryoDRGN-BNB [56] was restricted to 𝛾0 = 30∘ (576

rotations) due to computational limitations. Depending on the smoothness of the

underlying objective, using too coarse of a search resolution can lead to missing the

global minimum. With the techniques described above, we are able to use a base

resolution of 15∘ or even 7.5∘, leading to much higher pose accuracy (Table 5.1).

5.4 Results

We qualitatively and quantitatively evaluate cryoDRGN2 for ab initio reconstruction

in both homogeneous and heterogeneous settings. We first validate our pose search

algorithm on synthetic homogeneous datasets (hand, spike) and compare to base-

line methods. Next, we perform homogeneous reconstruction on three real cryo-EM

datasets of variable difficulty (80S, RAG12, spliceosome). We highlight a particularly

challenging test case of the RAG1-RAG2 complex. Lastly, we show heterogeneous

reconstruction on synthetic and real heterogeneous cryo-EM data (Linear1d, spliceo-

some).

5.4.1 Homogeneous reconstruction of synthetic datasets

Data and setup: We create two synthetic homogeneous datasets from a ground

truth volume of a hand and of the SARS-CoV-2 spike protein (PDB: 6VYB) [49] by
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Figure 5-2: Ground truth (synthetic) or reference (real) volumes with corresponding
example cryo-EM images below. Synthetic datasets show a noiseless and a correspond-
ing noisy image (SNR=0.1).

following the standard image formation model (50k images, 𝐷=64/128 for hand/Spike,

see Section 5.6.2 for more details). We test on both the noiseless version and a

noisy (SNR=0.1), realistic version of the dataset. We compare cryoDRGN2 against

two methods that use a branch and bound algorithm for pose search: prior work

cryoDRGN-BNB [56] and cryoSPARC [34], a state-of-the-art, traditional (voxel-array-

based) software for cryo-EM reconstruction. Results with cryoSPARC are obtained

from ab initio reconstruction followed by homogeneous refinement in cryoSPARC v2.15.

We additionally compare the performance of cryoDRGN2 to two other paradigms for

pose estimation: a learning-based method for pose inference (pose-VAE) where we

use a variational encoder to predict 3D pose variables and the direct gradient-based

optimization of pose variables (pose-GD). For pose-GD, we randomly initialize 3D pose

variables, and initialize the volume from a pre-trained model. Additional experimental

details are in Section 5.6.3.

We find that cryoDRGN2 obtains high accuracy on our synthetic datasets similar

to other pose search algorithms (cryoDRGN-BNB and cryoSPARC). Similar to Ullrich
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Method Hand Spike

SNR = inf SNR = 0.1 SNR = inf SNR = 0.1

Pose VAE 5.99/6.66 5.97/6.64 5.98/6.67 5.98/6.65
Pose GD 5.97/6.61 5.97/6.65 5.96/6.63 5.97/6.66
cryoSPARC 0.012/0.002 0.692/0.071 0.0007/0.0003 0.065/0.002
cryoDRGN-BNB 0.39/0.007 0.06/0.25 0.10/0.0006 0.066/0.012
cryoDRGN2 0.002/0.0003 0.086/0.027 0.0004/0.0001 0.057/0.011

Table 5.2: Rotation pose accuracy for homogeneous reconstruction of noiseless and
noisy synthetic cryo-EM datasets quantified by mean/median error between predicted
rotations {𝑅̂𝑖} to the ground truth rotations {𝑅𝑖}. The rotation error for image 𝑖 is
defined as the square Frobenius norm ||𝑅𝑖 − 𝑅̂𝑖||2𝐹 after a rigid 6-D global alignment
of the set of images.

Method 80S RAG12 Spliceosome
Mean Median Mean Median Mean Median

cryoSPARC 0.0186 0.0001 3.7806 0.3084 0.0853 0.0015
cryoDRGN-BNB 0.6151 0.0020 4.1621 4.6371 2.2187 0.1854
cryoDRGN2 0.0578 0.0008 3.4254 0.0386 0.1958 0.0046
cryoDRGN2+r 0.0590 0.0008 3.3730 0.0226 0.1947 0.0044

Table 5.3: Rotation pose accuracy for homogeneous reconstruction of real cryo-EM
datasets quantified by mean/median error between predicted rotations {𝑅̂𝑖} to the
reference rotations {𝑅𝑖}. The rotation error for image 𝑖 is defined as the square
Frobenius norm ||𝑅𝑖 − 𝑅̂𝑖||2𝐹 after a rigid 6-D global alignment of the set of images.

et al. [48] we find that the gradient-based approaches perform poorly, likely due to

the non-convexity of the objective with respect to pose. Pose errors to ground truth

poses are given in Table 5.2. Visualizations of the reconstructed volumes of the Hand

are shown in Figure 5-9.

5.4.2 Homogeneous reconstruction of real datasets

Data and setup: We use three experimental cryo-EM datasets publicly available on

the EMPIAR database: the 80S ribosome (EMPIAR-10028) [51], the RAG1-RAG2

complex (EMPIAR-10049) [39], and the pre-catalytic spliceosome (EMPIAR-10180)

[31, 27]. Images were downsampled to 𝐷=128 for all experiments. Real datasets have

varying degree of difficulty due to differences in contrast (i.e. signal) for different
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Method 80S RAG12 Spliceosome
Mean Median Mean Median Mean Median

cryoSPARC 0.0008 0.0006 0.0096 0.0033 0.1674 0.1663
cDRGN-BNB 0.0071 0.0030 0.0745 0.0775 0.0418 0.0172
cryoDRGN2 0.0022 0.0015 0.0324 0.0265 0.0094 0.0036
cryoDRGN2+r 0.0022 0.0015 0.0338 0.0311 0.0093 0.0035

Table 5.4: Translation pose accuracy for homogeneous reconstruction of real cryo-EM
datasets quantified by mean/median error between predicted in-plane translations
{𝑡𝑖} to the reference translations {𝑡𝑖}. The translation error for image 𝑖 is defined as
||𝑡𝑖 − 𝑡𝑖||2 after a rigid 6-D global alignment of the set of images.

Figure 5-3: Reconstructed volumes from different homogeneous ab initio reconstruction
algorithms and the reference volume.
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Figure 5-4: Power spectral density |𝑉 (k)|2 of a slice from the neural volume at different
stages of training. (a) Model slice after 30 epochs of joint optimization of pose and
𝑉 . (b) Model slice after the model was reinitialized and trained for 30 epochs using
fixed poses from (a). (c) L2 norm of the gradient of a dummy loss computed at the
starred coordinate in (a) with respect to last layer of weights of 𝑉 .

molecules, non-uniformity of pose distributions, and varying degrees of underlying

structural heterogeneity and symmetry. As real datasets lack ground truth, to produce

a reference model for comparison, we train a cryoDRGN coordinate-based MLP

using published poses [55]. We note that the published structures were originally

obtained using prior knowledge from other related complexes (as their initial models

for refinement), and in the case of the spliceosome, also involved many rounds of

hierarchical processing due to the heterogeneity of the complex. We baseline against

cryoDRGN-BNB and cryoSPARC ab initio reconstruction followed by homogeneous

refinement (Additional details in Section 5.6.2).

On real cryo-EM datasets, cryoDRGN2 is able to obtain high quality structures

ab initio, matching that of the reference refinement and competitive with existing

ab initio methods. We report the difference in the estimated poses to the reference

poses in Tables 5.3 and 5.4. Visualizations of the reconstructed volumes of the RAG

and spliceosome datasets are given in Figure 5-3. We additionally quantify that the

reconstructed volumes match the ground truth using Fourier Shell Correlation (FSC)

curves (Figures 5-10,5-11 and Tables 5.7,5.8).

80S: The 80S ribosome dataset is a common cryo-EM benchmark dataset with

high contrast images and static structure, and all methods perform well with low pose

error (Tables 5.3,5.4) and good FSC metrics (Tables 5.7,5.8, Figures 5-10,5-11).

RAG: The RAG complex is a much more challenging dataset, e.g. a replicate

174



of cryoSPARC refinement using the same initial model of the published structure

yielded a 0.91/0.03 mean/median rotation error between replicates. The discrepancy

between the mean and median statistic in Table 5.3 is likely from the approximate

2-fold symmetry of the core of the complex. In the qualitative comparison of the

reconstructed volumes, we observe that high resolution features are more resolved

in the cryoDRGN2 volume than in cryoSPARC (Figure 5-3). CryoDRGN-BNB only

produces an approximately correct low-resolution shape (Figure 5-3). We also observe

improvements of the cryoDRGN2 volume relative to the reference volume in the

(non-symmetric) DNA extensions of the complex, likely due to alignment of images to

the correct symmetry copy by cryoDRGN2 (Figure 5-12).

Spliceosome: CryoDRGN2 produces a volume closely matching the reference with

low pose error (Fig. 5-3). Relative to cryoDRGN2, cryoDRGN-BNB has higher pose

error and captures an approximately correct, though much lower resolution shape.

Initial results with cryoSPARC were poor (e.g. the median image alignment error

was 5.8 for rotations), however once images were recentered based on published poses,

cryoSPARC was able to produce a high quality consensus reconstruction (Figures

5-3,5-10,5-11).

Importance of model reset

We identified a pathological case of vanishing gradients which we hypothesize results

from distributional shifts in pose variables when training on the RAG complex dataset

(discussed in Section 5.3.3). We note that the RAG dataset pose distribution is highly

skewed towards a preferred orientation. We observe that while the initial round of

cryoDRGN2 training produced a low resolution structure matching the reference, the

model output at high resolution (large |𝑘|) was essentially zero (visualization in Fig.

5-4). We compute the norm of the gradient of the last layer during the stages of

training (Fig. 5-4), showing disappearance of the gradient in the initial stage and

the recovery of gradient information after model reset. Further refinement of the

model with pose search (cryoDRGN2+r), is able to learn high resolution features

with concomitant improvement in pose accuracy (Fig. 5-4 right, Fig. 5-1d). This
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Figure 5-5: (a) Example images of the Linear1d dataset. (b) CryoDRGN2 latent
embeddings of particle images. (c) CryoDRGN2 reconstructed structures along the
PC1 axis of the latent embeddings.

observation motivates our multi-stage training procedure (cryoDRGN2+r), and may

be relevant in other application domains of neural volume rendering.

5.4.3 Heterogeneous reconstruction

Data and setup: We perform ab initio heterogeneous reconstruction (i.e. joint inference

of 𝑉𝑧 and 𝜑𝑖s) on two datasets that contain large structural variations. The Linear1d

dataset is a synthetic dataset containing a large continuous 1D motion [56]. We

generate a dataset containing 50k images with CTF and noise (SNR=0.1, D=128)

from 50 ground truth models simulating a continuous motion (Fig. 5-5a). We also

test cryoDRGN2 on the pre-catalytic spliceosome dataset (EMPIAR-10180), which

contains large continuous motions [27, 55, 33]. We compare against cryoDRGN-BNB

as all other methods for reconstructing continuous heterogeneity require previously
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Figure 5-6: CryoDRGN2 reconstructed volumes of the spliceosome generated along
the PC1 axis of the latent embeddings.

assigned poses.

We find that CryoDRGN2 is able to reconstruct the underlying continuous 1D

motion of the synthetic dataset (Fig. 5-5, Fig. 5-13). Trained on the spliceosome

dataset, cryoDRGN2 volumes sampled along the PC1 axis of the latent embeddings

show large-scale flexing of the molecular complex (Fig. 5-6), similar to previous

analyses with pose supervision [27, 55, 33]. CryoDRGN-BNB captures the same

qualitative motions in these datasets however volumes are lower resolution (Figure

5-14). Visualizing the inferred pose distribution highlights local minima in the

cryoDRGN-BNB pose search (Fig. 5-7).

5.5 Conclusion

We present cryoDRGN2, a method for reconstructing single or heterogeneous dis-

tributions of protein structure from unlabelled 2D cryo-EM images. By addressing

inaccuracies and computational bottlenecks in earlier unsupervised optimization of

cryoDRGN models, we demonstrate that neural models can achieve state-of-the-art
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Figure 5-7: Pose distribution of the spliceosome dataset inferred from ab initio
heterogeneous reconstruction with cryoDRGN2 and cryoDRGN-BNB.

178



accuracy for ab initio reconstruction of challenging, real cryo-EM datasets. Although

we reanalyze publicly available datasets here, we are optimistic that this and future

improvements will be fruitful for structure determination of novel datasets, especially

for structurally heterogeneous complexes, for which no other reconstruction algorithms

exist. The techniques shown here may be useful in other domains in computer vision,

including graphics, inverse rendering, and robotics.
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Figure 5-8: The cryoDRGN architecture for heterogeneous cryo-EM reconstruction.
Adapted from Zhong et al [56].

5.6 Supplemental details

5.6.1 Additional Methodological Details

cryoDRGN background and architecture

Figure 5-1c shows the architecture used in cryoDRGN’s neural representation for 3D

volume and Figure 5-8 shows an overview of the cryoDRGN method for heterogeneous

cryo-EM reconstruction.

CryoDRGN directly approximates the volumetric density function, 𝑉 : R3 → R,

with a coordinate-based MLP where each input Cartesian coordinate is featurized with

a fixed positional encoding function consisting of 𝐷 sinuosids of varying frequency:

𝑝𝑒(2𝑑)(𝑘) = 𝑐𝑜𝑠(𝛾(𝑑)𝑘); 𝑑 = 0, ...𝐷/2− 1 (5.3)

𝑝𝑒(2𝑑+1)(𝑘) = 𝑠𝑖𝑛(𝛾(𝑑)𝑘); 𝑑 = 0, ...𝐷/2− 1 (5.4)

𝛾(𝑑) = 𝐷𝜋

(︂
2

𝐷

)︂𝑑/(𝐷/2−1)

(5.5)

Without loss of generality, the volume is represented on a sphere centered at the

origin with radius 0.5. Wavelengths of the positional encoding follow a geometric series

from 2/𝐷 to 1, i.e. the Nyquist limit of the imaging dataset to the width of the volume.
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For noisy (e.g. real) datasets, we follow prior work [56, 55] and scale all wavelengths

of the featurization by 2𝜋. Volume and image data are represented in Hartley space

[15], which is closely related to Fourier space as the real minus imaginary component

for real-valued signals. We use a white noise error model; the loss is computed as the

mean square error between the input images and central slices from the 3D volume.

For heterogeneous reconstruction, we use the coordinate-based neural network to

parameterize a generative model over volumes (Figure 5-8). While the latent pose

variables are constrained as their geometric operations on the input coordinates, the

unconstrained variables are directly input as additional dimensions to the MLP. We

learn the generative model by amortized variational inference based on the standard

variational autoencoder (VAE): An encoder predicts the approximate conditional

posterior, 𝑞(𝑧|𝑋), whose form is an isotropic Gaussian. A sample from this distribution

is broadcast to all pixel coordinates of an (oriented) image. Then the decoder is then

evaluated pixel-by-pixel to reconstruct the slice. The prior on the latent variables 𝑝(𝑧)

is a standard normal. The image orientation is unknown for ab initio reconstruction;

we therefore propose an efficient search algorithm over the 5-D space of poses performed

within the training loop.

5-D pose search

Given a cryo-EM image and the current weights of the volume decoder, 𝑉 , we perform

a grid search over the complete space of poses, 𝑆𝑂(3)×R2 (Algorithm 2). Our method

exhaustively evaluates a discretization over the 5-D space at a base grid resolution

and iteratively refines the top 𝐾 poses (𝐾 = 8 by default), doubling the resolution of

the grid for 𝑀 iterations (𝑀 = 4 by default). When computing the error for a given

pose at the base resolution, we band-limit the image and model slice to |𝑘| < 𝑘𝑚𝑖𝑛 for

computational efficiency and to prevent overfitting to high-frequency noise. During

the refinement iterations, the frequency band-limit is linearly increased up to 𝑘𝑚𝑎𝑥.

As an additional computational speedup, we initialize 𝑘𝑚𝑎𝑥 to a low value and let it

increase over multiple epochs of training as the volume representation in early epochs

will be lower resolution.
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The uniform, incremental grids on 𝑆𝑂(3) are parameterized using the Hopf fibration

[53], which is composed of the product of the Healpix [11] grid on the sphere and an

ordinary grid on the circle 𝑆1. The cryoDRGN2 base grid on 𝑆𝑂(3) has 4,608 rotations

with spacing of 15∘ by default. For in-plane translations, we use a grid centered at

the origin with extent, [−𝑡𝑒𝑥𝑡, 𝑡𝑒𝑥𝑡]2 and a spacing of 2 * 𝑡𝑒𝑥𝑡/𝑇 = 2 * (20 pixels)/14 ≈

2.86 pixels for D=128 images by default. As detailed in Section 5.3.2, after the base

resolution poses are evaluated, we select the top 𝐾 unique rotations, and subdivide

the grid to get 8𝐾 new rotations at the next incremental grid. We select the best

rotation 𝑡*, then generate a new grid centered at 𝑡* with half the extent and the same

number of grid points for the next incremental grid.
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Algorithm 2 CryoDRGN2 pose search

1: procedure optphi(𝑋̂, 𝑉 ) ◁ Find the optimal pose for 𝑋̂ given the current decoder 𝑉

2: 𝑘𝑚𝑖𝑛 ← 12, 𝑘𝑚𝑎𝑥 ← 𝑚𝑖𝑛(48, 𝐷/2), 𝑀 ← 4, 𝐾 ← 8

3: 𝛾 ← 15∘

4: Φ← (𝜑, (0, 0)) for 𝜑 in 𝑆𝑂(3) rotation grid at resolution 𝛾.

5: Ψ← Translation grid in R2 at base resolution centered at the origin.

6: 𝑘 ← 𝑘𝑚𝑖𝑛 ◁ frequency cutoff for computing 𝑒𝑟𝑟

7: for 𝑖𝑡𝑒𝑟 = 1 . . . 𝑀 do

8: 𝑒𝑟𝑟𝑜𝑟𝑠← {}

9: for (𝜑, 𝑡) ∈ Φ do ◁ Compute error for all rotations

10: 𝑒𝑟𝑟, 𝑑𝑡* = argmin
𝑑𝑡∈Ψ

⃒⃒⃒⃒⃒⃒
slice(𝑉𝑧, 𝜑)− 𝑆𝑙(𝑡+ 𝑑𝑡)𝑋̂

⃒⃒⃒⃒⃒⃒2
11: 𝑡* = 𝑡+ 𝑑𝑡*

12: 𝑒𝑟𝑟𝑜𝑟𝑠← 𝑒𝑟𝑟𝑜𝑟𝑠 ∪ (𝑒𝑟𝑟, 𝜑, 𝑡*)

13: Φ* ← the 𝐾 pairs (𝜑, 𝑡*) with lowest 𝑒𝑟𝑟 from 𝑒𝑟𝑟𝑜𝑟𝑠.

14: 𝛾 ← 𝛾/2 ◁ Halve rotation grid spacing

15: Ψ← Ψ/2 ◁ Halve translation grid spacing

16: Φ𝑛𝑒𝑤 ← {}

17: for (𝜑, 𝑡) ∈ Φ* do

18: Φ𝑛𝑒𝑤 ← Φ𝑛𝑒𝑤 ∪ subdivide(𝜑𝑖, 𝛾, 𝑡) ◁ Subdivide rotations to 8 new rotations

at 2x resolution

19: Φ← Φ𝑛𝑒𝑤

20: 𝑘 ← 𝑘 + (𝑘𝑚𝑎𝑥 − 𝑘𝑚𝑖𝑛)/(𝑁𝑖𝑡𝑒𝑟 − 1) ◁ Increase frequency band limit

21: return the min-err element of Φ*

Hyperparameter sweep

We perform a grid search over possible hyperparameter values, including the base

resolution for rotations (𝛾), the base resolution for translations (𝑇 ), the frequency

band-limit bounds (𝑘𝑚𝑖𝑛, 𝑘𝑚𝑎𝑥), the number of subdivisions of the grid (𝑀), and the

number of kept poses at each subdivision (𝐾) (Table 5.5). Each of the settings are

evaluated by computing the alignment error for 1000 held out images of the synthetic

spike dataset, the real 80S, and the real RAG dataset, aligned on a cryoDRGN model
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pre-trained using either ground truth (synthetic) or reference (real) poses.

We find that for the tested datasets, using a base resolution beyond 15∘ does not

lead to improved accuracy. Increasing the maximum band-limit frequency 𝑘𝑚𝑎𝑥 or the

number of poses to refine 𝐾 leads to increased accuracy, though increased training

time. Our chosen defaults (“base” in Table 5.5) are 𝛾 = 15∘, 𝐾 = 8, 𝑀 = 4, 𝑘𝑚𝑖𝑛 = 12,

𝑘𝑚𝑎𝑥 = 48, 𝑇 = 14, and 𝑡𝑒𝑥𝑡 = 20. With these settings the final grid resolution for

poses is 0.94∘ for rotations and 0.18 pixels for translations.

5.6.2 Additional dataset details

Example images and reference volumes for the datasets used in our study are shown

in Fig. 1a, Fig. 5-2, and Fig. 5-5. Dataset statistics are provided in Table 5.6.

Dataset D 𝑁𝑖𝑚𝑎𝑔𝑒𝑠 Å/pixel Noise? CTF?

Hand ideal 64 50,000 6 N N

Hand noisy 64 50,000 6 SNR 0.1 N

Spike ideal 128 50,000 3 N N

Spike noisy 128 50,000 3 SNR 0.01 Y

80S [51] 128 93,852 3.76875 Y Y

RAG [39] 128 108,544 1.845 Y Y

Spliceosome [16] 128 139,722 4.25 Y Y

Linear1d 128 50,000 6 SNR 0.1 N

Table 5.6: Dataset statistics

Synthetic datasets

Synthetic datasets were created by following the standard image formation model:

Given a ground truth voxel array, images were generated by rotating the volume

by a rotation matrix 𝑅, where 𝑅 is uniformly sampled from 𝑆𝑂(3), projecting the

volume along the z-axis, then shifting the resulting image by 𝑡, where 𝑡 is uniformly

sampled from [−𝑡𝑒𝑥𝑡, 𝑡𝑒𝑥𝑡]2 pixels. For the Hand dataset, the volume depicting a hand
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Spike 80S RAG

MSE MedSE Time MSE MedSE Time MSE MedSE Time

base 0.208 0.002 0:00:56 0.004 0.0006 0:00:56 3.436 0.164 0:00:56
legacy 0.799 0.007 0:00:26 0.648 0.0023 0:00:26 4.171 4.993 0:00:26
k=[12,20] 0.259 0.004 0:00:31 0.004 0.0011 0:00:30 3.512 0.363 0:00:31
k=[12,48] 0.165 0.001 0:01:50 0.003 0.0004 0:01:49 3.325 0.107 0:01:49
k=[12,64] 0.159 0.001 0:03:01 0.003 0.0003 0:03:00 3.353 0.097 0:03:00
k=[10,20] 0.271 0.005 0:00:28 0.019 0.0011 0:00:28 3.636 1.645 0:00:28
k=[10,32] 0.208 0.002 0:00:53 0.015 0.0006 0:00:53 3.508 0.242 0:00:53
k=[14,20] 0.260 0.004 0:00:33 0.004 0.0011 0:00:32 3.514 0.405 0:00:32
k=[14,32] 0.196 0.002 0:00:59 0.004 0.0006 0:00:58 3.437 0.164 0:00:58
𝛾0 = 30∘ 0.872 0.004 0:00:51 0.706 0.0017 0:00:50 4.127 4.901 0:00:50
𝛾0 = 15∘ 0.208 0.002 0:00:57 0.004 0.0006 0:00:56 3.385 0.142 0:00:56
𝛾0 = 7.5∘ 0.219 0.002 0:01:28 0.001 0.0005 0:01:32 3.469 0.200 0:01:27
𝑀=1 0.213 0.011 0:00:23 0.019 0.0095 0:00:23 3.601 1.256 0:00:23
𝑀=2 0.210 0.004 0:00:34 0.006 0.0030 0:00:33 3.414 0.166 0:00:34
𝑀=3 0.208 0.003 0:00:44 0.004 0.0011 0:00:44 3.451 0.160 0:00:44
𝑀=4 0.208 0.002 0:00:57 0.004 0.0006 0:00:56 3.412 0.144 0:00:56
𝑀=5 0.219 0.002 0:01:08 0.004 0.0005 0:01:07 3.385 0.129 0:01:07
𝑀=6 0.225 0.002 0:01:19 0.003 0.0005 0:01:23 3.436 0.177 0:01:19
𝑀=7 0.232 0.002 0:01:29 0.003 0.0005 0:01:29 3.496 0.275 0:01:29
𝐾=2 0.373 0.003 0:00:17 0.037 0.0008 0:00:17 3.860 3.271 0:00:17
𝐾=4 0.256 0.002 0:00:31 0.017 0.0006 0:00:30 3.477 0.214 0:00:30
𝐾=8 0.208 0.002 0:00:57 0.004 0.0006 0:00:56 3.400 0.141 0:00:56
𝐾=16 0.196 0.002 0:01:50 0.001 0.0006 0:01:48 3.428 0.114 0:01:49
𝐾=24 0.196 0.002 0:02:25 0.001 0.0006 0:02:42 3.420 0.124 0:02:43
𝑇 = 7 0.208 0.002 0:00:53 0.004 0.0006 0:00:52 3.425 0.155 0:00:52
𝑇 = 28 0.208 0.002 0:01:13 0.004 0.0006 0:01:12 3.407 0.133 0:01:12

Table 5.5: Hyperparameter sweep for pose search. The default cryoDRGN2 settings
(“base”) are 𝛾 = 15∘, 𝐾 = 8, 𝑀 = 4, 𝑘𝑚𝑖𝑛 = 12, 𝑘𝑚𝑎𝑥 = 48, 𝑇 = 14, and 𝑡𝑒𝑥𝑡 = 20,
and other rows describe modifications to “base”. The “legacy” settings approximate
the default hyperparameters used in the cryoDRGN-BNB grid, which are 𝐾 = 8,
𝑀 = 4, 𝑘𝑚𝑖𝑛 = 12, 𝑘𝑚𝑎𝑥 = 20, 𝑇 = 7, and 𝑡𝑒𝑥𝑡 = 20. Mean, median square error,
and timing are computed for aligning 1000 images from each dataset aligned on a
pretrained model. Rotation error is defined as the squared Frobenius norm of the
rotation matrices after global rigid body alignment.
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was manually generated on a 643 voxel array. For the Spike dataset, the volume was

generated by simulating the electron scattering of PDB 6VYB [49] at 6 Åresolution

using a grid spacing of 3 Å using the molmap command in UCSF Chimerax [10]. The

volume was then padded to a final dimension of 1283. For the Linear1d dataset, 50

volumes (D=128) sampled along a 1-D reaction coordinate were used as the ground

truth. 1000 images were generated for each volume at a resolution of 12 Åand grid

spacing of 6 Å/pixel. Image CTF parameters were sampled without replacement from

EMPIAR-10028 [51] and applied to each image. Noise was added to each dataset

to a signal to noise ratio (SNR) level as specified in Table 5.6, where we define the

signal as the whole 𝐷 ×𝐷 image for Hand and Spike and a circle of radius 40 pixels

for Linear1d. We note that the signal variance changes drastically depending on how

much of the background is included in the SNR computation, thus we show example

images for each of our synthetic datasets in Figures 5-2,5-5.

Real datasets

Real datasets for the Plasmodium falciparum 80S ribosome (80S) [51], RAG1-RAG2

complex (RAG) [39], and pre-catalytic spliceosome (Spliceosome) [16] were downloaded

from EMPIAR at accession codes 10028, 10049, and 10180, respectively. We used

the filtered datasets from Zhong et al. [55] available on Zenodo [54]. Images were

downsampled to D=128 by clipping in Fourier space. A real space windowing function

was applied to the images where the corners of the images are scaled to zero using a

linear ramp from a radius of 85% to 95% of the image. We use previously published

poses [54] as the “ground truth” poses for comparison. These poses were originally

obtained via traditional refinement initialized from previously determined structures

and thus include prior 3D information. As real datasets also lack a ground truth

volume, to generate a reference volume for visual and quantitative comparison, we

use the published poses [55] and train a cryoDRGN MLP with 3 hidden layers of

width 256 for 30 epochs. We use the same architecture and amount of training to

produce a volume that is more directly comparable to the cryoDRGN2 reconstruction

(i.e. controls for model capacity).
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5.6.3 Experimental setup

cryoSPARC

We use the cryoSPARC software package [34] as representative of state-of-the-art

traditional, voxel-based reconstruction methods. CryoSPARC implements both an

ab initio reconstruction algorithm using stochastic gradient ascent on the posterior

probability distribution of the volume given the data to get an approximately correct

low resolution structure, and an iterative refinement (E-M) algorithm which requires

a roughly-correct initial model as input. In our baseline experiments, we perform ab

initio reconstruction followed by homogeneous refinement using all default settings in

cryoSPARC v2.15. We experimented with non-uniform refinement [35] in cryoSPARC,

however it produced slightly worse pose errors and FSC resolutions for the 80S and

RAG datasets and similar performance on the spliceosome dataset, and we report

results from standard homogeneous refinement.

Pose-VAE

As a baseline for homogeneous reconstruction of synthetic datasets, we test a functional

approach to pose prediction by training a VAE for SO(3)-valued pose variables. Briefly,

we use the 𝑆2 × 𝑆2 parameterization of SO(3) for the homeomorphic mapping of

encoder outputs (R6) to an element of SO(3) and the modified KL-divergence described

in [8]. A sample of pose from the approximate posterior is then used to transform

a 2D coordinate lattice, which is then fed into the coordinate-based neural decoder

to reconstruct the input image. We test on synthetic, centered images and use the

VAE for inference of rotations only. As in our cryoDRGN experiments, networks are

256× 3 MLPs with residual connections, and are trained for 30 epochs in minibatches

of 8 images. We train on centered images.

Pose-GD

As a baseline for homogeneous reconstruction of synthetic datasets, we test the

gradient-based optimization of pose variables. We randomly initialize pose variables
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(uniformly on SO(3)) and use a pre-trained cryoDRGN MLP on ground truth poses.

We jointly update the volume and poses with backpropagation for 200 epochs in

mini-batches of 512 images. We train for more epochs to get more updates of pose

variables. We train on centered images.

cryoDRGN-BNB

We compare against prior work which performed ab initio reconstruction of cryoDRGN

models [56]. We use the default settings for pose search and train the same 256x3

coordinate-based MLP architecture for 30 epochs with pose search performed every 5

epochs. Unlike in Zhong et al. [56], we do not train on tilt-series pairs.

cryoDRGN2

Unless otherwise specified, all cryoDRGN2 neural networks are instantiated as fully

connected neural networks with 3 hidden layers of width 256 and ReLU activations.

We use residual connections between layer input and output to whiten gradients, i.e.

𝑦(𝑥) = 𝑅𝑒𝐿𝑈(𝑓𝑐(𝑥) + 𝑥).

In our cryoDRGN2 experiments, we train for 30 epochs total and perform pose

search every 5th epoch (where image poses and the model are jointly updated). We

additionally test resetting the model with random weights, retraining the model for

30 epochs using the last round of estimated poses, then repeating 30 more epochs of

training with pose search every 5 epochs (cryoDRGN2+r). Training is performed in

minibatches of 8 images using the Adam optimizer [18] with a learning rate of 1e-4.

For heterogeneous reconstruction, we jointly train an image encoder along with a

generated model of 3D volume. Encoder/decoder architectures are 3 layer MLPs of

width 256, and we use a 8-D latent variable. We train for 30 epochs with pose search

performed every 5 epochs.

Training times varied across datasets. For homogeneous and heterogeneous experi-

ments on the three EMPIAR datasets, training cryoDRGN2 took between 7 and 15

hours (depending on the dataset) on a single V100 Nvidia GPU for 30 epochs of the

above training schedule. For comparison, training cryoDRGN with fixed poses for 30
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epochs ranged between 3 and 5 hours, and training cryoDRGN-BNB ranged between

18 and 38 hours on a single Nvidia V100 GPU.

5.6.4 Supplementary results – Ab initio homogeneous recon-

struction

In this section, we provide more detailed experimental results for ab initio homogeneous

reconstruction. To evaluate reconstruction quality, we focus on image pose error,

which allows for direct comparisons of reconstruction accuracy between different model

classes (voxel vs. neural). To compute the pose error, we first perform a 6-D rigid

body alignment of the reconstructed volume into the frame of the reference volume

and transform the predicted poses accordingly. Pose errors are reported as the square

Frobenius norm between the reference and predicted rotation matrix, ||𝑅𝑟𝑒𝑓 −𝑅𝑝𝑟𝑒𝑑||2𝐹 ,

and the square L2 norm between translation vectors, ||𝑡𝑟𝑒𝑓 − 𝑡𝑝𝑟𝑒𝑑||22. Pose errors

statistics are summarized in Table 5.2 for synthetic datasets and Tables 5.3 and 5.4

for real datasets.

Reconstructed volumes for the hand dataset for all tested methods are shown in

Figure 5-9, and the reconstructed volumes for the RAG and spliceosome datasets are

shown in Figure 5-3.

We also quantify the correlation between the reconstructed volumes and the

reference volume using Fourier Shell Correlation (FSC) curves 2. In Table 5.8, we

report the map-to-map FSC with a 0.5 criterion (i.e. the resolution at which the FSC

curve falls below 0.5) between the reference and reconstructed volumes. In Figure 5-10,

we provide the full FSC curves. In Table 5.7, we report the gold standard half-map

FSC [38] with a 0.143 criterion, where we performed independent reconstructions on

random half subsets of the dataset and compare the resulting volumes, i.e. “half-maps”.

In Figure 5-11, we provide gold standard FSC curves.

As described in Section 5.6.3, we train the model in three stages: standard pose

2To remain invariant to differences in absolute scale and normalization imposed by different
algorithms and to capture resolution-dependent decay, cryo-EM volumes are typically compared as
their correlation as a function of radial shells in Fourier space.
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Figure 5-9: Reconstructed volumes of the synthetic Hand dataset from different
homogeneous ab initio reconstruction algorithms. Noiselss - top row; Noisy - bottom
row.

Method Hand Spike 80S RAG12 Spliceosome

cryoSPARC 4.00 2.17 2.00 2.98 2.00*
cryoDRGN-BNB 4.27 2.21 2.06 4.57 3.88
cryoDRGN2 2.91 2.03 2.00 2.42 2.21
cryoDRGN2+r N/A N/A 2.00 2.21 2.06

Table 5.7: Quantitative comparison of the reconstructed volumes to the ground truth
(synthetic) or reference volume (real) by an FSC=0.5 criterion. Lower values are
better; the best possible is 2 pixels. “cryoDRGN2+r” refers to model reset followed
by additional pose refinement. *CryoSPARC originally failed to produce the correct
structure (resolution of 32 pix) before re-centering the images.

search interleaved with model updates (cyoDRGN2), we then reset the model and

train on fixed poses from the last iteration (cryoDRGN2+r), followed by standard pose

search interleaved with model updates (cryoDRGN2+r+ps). While low pose error is

often achieved after the first stage, showing that poses may be accurately aligned on

low resolution structures, further iterations are useful for converging the neural model.

We note that the cryoDRGN MLP is a relatively small architecture (3 hidden layers

of width 256; 296,193 parameters). On the 80S dataset, a large ribosomal complex,

we repeated cryoDRGN 80S experiments with a larger MLP architecture (5 hidden

layers of width 512; 1,510,913 parameters) (Figure 5-11,5-10).
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Method 80S RAG12 Spliceosome

cryoSPARC 2.00 2.42 2.00*
cryoDRGN-BNB 2.00 4.26 2.51
cryoDRGN2 2.00 2.97 2.09
cryoDRGN2+r 2.00 2.13 2.00

Table 5.8: Resolution of the reconstructed volumes from ab initio homogeneous
reconstruction assessed with the gold standard FSC=0.143 criterion. Lower values are
better; the best possible is 2 pixels. “cryoDRGN2+r” refers to model reset followed
by additional pose refinement. *The cryoSPARC reconstruction originally failed to
produce the correct structure before re-centering the images.

Figure 5-10: Map-to-map Fourier Shell Correlation (FSC) curves computed between
the reference volume and the reconstructed volumes. “cryoDRGN2+r” refers to model
reset and training on fixed poses from the last iteration. “cryoDRGN+r+ps” refers
to model reset followed by additional iterations of pose search. On the 80S dataset,
we show FSC curves after repeating ab initio reconstruction with a larger MLP
architecture. We also show original cryoSPARC results on the spliceosome before
image recentering.

Figure 5-11: Gold standard Fourier Shell Correlation (FSC) curves from ab initio
homogeneous reconstruction. “cryoDRGN2+r” refers to model reset and training on
fixed poses from the last iteration. “cryoDRGN+r+ps” refers to model reset followed
by additional iterations of pose search. On the 80S dataset, we show FSC curves after
repeating ab initio reconstruction with a larger MLP architecture.
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Figure 5-12: Additional views of the cryoDRGN2 reconstructed volume of the RAG
dataset [39] and the baseline volume from traditional homogeneous refinement of the
published volume. At a low threshold visualization of the volume, additional density
of the DNA extensions is visible in the cryoDRGN2 volume (red circles), which are
not resolved in the baseline structure.
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5.6.5 Supplementary results - Ab initio heterogeneous recon-

struction

Figure 5-13: Comparison of heterogeneous reconstruction algorithms on the
Linear1d dataset. Top row: Ten representative ground truth and reconstructed
volumes along the 1D motion. Bottom row: UMAP visualization of the latent space
embeddings of images from the dataset, colored by the ground truth reaction coordinate
describing the motion.
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Figure 5-14: Comparison of heterogeneous reconstruction algorithms on
the pre-catalytic spliceosome dataset [EMPIAR-10180] [16]. Reconstructed
volumes are generated along the first PC of the latent space embeddings and show
a hinging motion of the complex (red arrow). Comparison of the latent embeddings
from ab initio reconstruction to the previously published cryoDRGN reconstruction
with pose supervision [54]. Spearman correlation noted.
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Chapter 6

Landscape analysis

Previous chapters have described machine learning algorithms that provide new

capabilities in reconstructing continuous distributions of protein structures. However,

once trained, the downstream analysis of reconstructed 3D density maps is largely based

on expert-driven, manual inspection, and thus does not scale to modern approaches

that produce large ensembles (> 100) of density maps.

In this chapter, we present an efficient and automated volume analysis framework

for analyzing the distribution of density maps from a trained cryoDRGN model.

Existing analysis approaches described in Chapter 4 have focused on interpreting the

low-dimensional latent variable representation of the dataset together with inspecting a

small set of sampled volumes from the model. However, the latent space representation

is challenging to interpret as it is nonlinearly related to the distribution of volumes.

Here, we instead focus our analysis of the learned distribution entirely in the output

space of volumes, where distances and dimensions are more directly interpretable.

With this guiding principle, we first summarize the learned volume distribution with

a sketching algorithm to enable tractable analysis. Then, the sketched volumes are

clustered to characterize the modes of the distribution, which can be interpreted

as discrete conformational states. In parallel, continuous reaction coordinates are

estimated from the volume sketch. These reaction coordinates provide a natural

embedding for volumes, which are then used to embed the full dataset and visualize a

conformational landscape that is more interpretable than cryoDRGN’s latent variable
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representation.

This chapter presents unpublished work performed jointly with Ashwin Narayan,

Xue Fei, Bob Sauer, Joey Davis, and Bonnie Berger.

6.1 Introduction

Single particle cryo-electron microscopy (cryo-EM) is uniquely poised to visualize

complex structural distributions of large, dynamic biomolecular complexes, and several

advanced tools for heterogeneous 3D reconstruction have recently been proposed

towards this promise [13, 11, 1, 9]. In the cryoDRGN method, heterogeneous recon-

struction is framed as unsupervised learning of a deep generative model of 3D density

maps parameterized by a neural field representation of structure that is trained from

2D particle images [14]. Central to the cryoDRGN approach is learning a generic

latent variable model, which has been empirically shown to model both discrete and

continuous forms of structural variability, for example compositional changes from

co-factor binding during ribosome assembly [13] and large-scale continuous motions of

dynein motor protein complexes [5]. In cryoDRGN’s framework of generative modeling,

once a model is trained, an arbitrary number of volumes may be reconstructed at

sampled values of the latent variable, thus tools are needed to comprehensively explore

the reconstructed distribution.

To accommodate the diverse sources of heterogeneity present in cryo-EM data,

cryoDRGN possesses a number of interactive and automated processing approaches

for analyzing cryoDRGN results. Existing approaches have focused on visualization of

the low-dimensional latent embeddings coupled with user-guided exploration of the

volume ensemble [13]. However, while the distribution of latent space embeddings

may possess interpretable features reflective of the underlying structural ensemble, the

objective function of training a cryoDRGN model aims to reconstruct the distribution

of the imaged particles without any guarantees that their latent space representation is

(visually) interpretable. Here, we instead focus our analysis of the learned distribution

on the high-dimensional output space of volumes.
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Briefly, we first summarize the volume distribution with a k-means-based sketching

of the latent space to enable computationally tractable analysis. Two types of analyses

are then performed on the sketch of volumes: 1) an aggolmerative clustering algorithm

which produces a small number of summary volumes that can be interpreted as discrete

conformation states and 2) principal component analysis (PCA), where the estimated

eigenvectors (or, “eigenvolumes”) define continuous reaction coordinates that may be

used to interpret the full ensemble of particles. The rationale behind these choices is

described in the next section.

Applied on a previously published dataset of the ClpXP protease from Fei et

al. [3], we automatically identified a new substrate-engaged state comprising 1,255

particles (0.3% of the dataset) that was both missed in traditional 3D classification

and was not immediately apparent from visualizing the cryoDRGN latent space. By

applying PCA on the volume ensemble, we produced reaction coordinates that provide

a more interpretable visualization of the ensemble than cryoDRGN’s latent variable

representation. A software tool which automates this “landscape analysis” is openly

available in cryoDRGN software version 1.0.

6.2 Methods

In this section, we describe the computational pipeline and design choices for analyzing

and interpreting a cryoDRGN model (Figure 6-1, top), using the ClpXP protease

dataset from Fei et al. [3] as an instructive example (Figure 6-1, bottom).

6.2.1 Overview of cryoDRGN outputs

Given a dataset of single particle cryo-EM images, {𝑋1, ..., 𝑋𝑁}, cryoDRGN performs

heterogeneous reconstruction by jointly training an inference model over images,

𝑞𝜉(𝑧|𝑋), (the encoder) and a generative model over volumes, 𝑝𝜃(𝑉 |𝑧), (the decoder).

Once trained, the model may be used to predict a latent variable representation for

each image in the dataset, which we refer to as the “latent embedding”:
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Figure 6-1: Overview of the landscape analysis pipeline: We show the general
schematic of landscape analysis (top) and its application to the ClpXP protease
from Fei et al. [3] (bottom). A. First, a cryoDRGN model is trained, so that a
latent variable representation 𝑧𝑖 can be generated for each image 𝑖 in the original
dataset. B. Because generating volumes for the entire dataset is intractable, we sketch
the set of latent embeddings to find 𝑘 representative volumes (𝑘 = 500 here). C.
A mask is applied on the sketched volumes to reduce noise from the background
and/or focus on a subset of the volume; the mask shown on ClpXP covers the ClpX
complex, which is the part of the protein complex that moves. D. and E. The 500
sketched volumes are then clustered to summarize discrete conformational states and
their associated particle lists for any downstream refinement. F. We apply principal
component analysis (PCA) on the set of sketched volumes to produce a linear map
𝑊𝐿 for estimating low-dimensional volume embeddings 𝑣𝑖; the principal components
(PC) indicate high variance modes of continuous motion in the structure and can be
used to interpret 𝑣𝑖. Cluster assignments from (D) are also plotted. G. We train a
multilayer perceptron (MLP) 𝜑 to learn the mapping from latent space to the volume
PC space. We apply this model to produce a density plot of the full dataset in volume
PC space, which may be visualized as a conformational landscape with interpretable
axes. Arrows: Clusters can be inspected for outlier junk structures, whose underlying
volumes or particles can be excluded to re-analyze the volumes or retrain a cryoDRGN
model, respectively.

204



𝑧𝑖 ∼ 𝑞𝜉(𝑧|𝑋𝑖) (6.1)

and generate an associated volume representation:

𝑉𝑖 ∼ 𝑝𝜃(𝑉 |𝑧𝑖) (6.2)

In practice, we define the latent embedding as the maximum a posteriori estimate

of the (Gaussian) posterior 𝑞𝜉(𝑧|𝑋𝑖), which provides a low-dimensional representation

of each image, i.e. 𝑧𝑖 ∈ R𝑁 , where 𝑁 = 8 is typical; the volume is rendered on a

3D lattice for downstream visualization tools, i.e. 𝑉𝑖 ∈ R𝐷×𝐷×𝐷, where 𝐷 = 128 or

𝐷 = 256 is typical.

6.2.2 Motivation of volume space analysis

The set of latent embeddings of the dataset {𝑧𝑖} gives a low-dimensional vector

representation of the dataset that can be visualized in 2-D with dimensionality

reduction algorithms such as PCA, t-SNE, or Uniform Manifold Approximate and

Projection (UMAP) [8] (Figure 6-1A). As shown in Chapter 4, the resulting features

of the latent embedding distribution can be reflective of structural heterogeneity,

such as clusters that correspond to different compositional states. While this may

suggest an interpretation of the latent embeddings as an energy landscape, (e.g.

where regions of higher/lower particle density correspond to low/high energy states),

this interpretation is flawed. Namely the layout of the latent space is arbitrary

(hindering interpretation), distances in latent space are not meaningful (𝑧 are passed

through a nonlinear decoder), and empty regions of latent space do not in general

correspond to high energy configurations. Thus, the interpretation of the latent

embeddings typically requires annotations from user-guided exploration of the volume

ensemble. For example, after training a 8-D latent variable model on the ClpXP

dataset (see Section 6.4 for methods), we visualized the final latent embeddings with

UMAP (Figure 6-1A). Although there are “features” in the UMAP visualization that

suggest interpretable structures (e.g. regions of higher and lower particle density), its
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interpretation requires expert-assigned inspection of volumes to annotate the various

regions. Furthermore, the interpretability of UMAP distances is not reliable.

Our motivation here is to provide an automated and comprehensive analysis

approach for the entire ensemble of volumes {𝑉𝑖} to facilitate interpretation of the

trained model. However, it is computationally intractable to generate the entire

ensemble of volumes {𝑉𝑖} associated with each particle in the dataset due to the

computational cost of rendering a volume (seconds per volume) as well as the storage

requirement for the voxel arrays (for 105− 106 volumes). Existing cryoDRGN analysis

approaches typically generate tens of volumes from different regions of the latent space

followed by manual inspection. However, this approach can be time-intensive (for

the practitioner) and prone to missing (rare) states that are not sampled, especially

because it requires the practitioner to decide a priori the regions worth deeper study.

6.2.3 Sketching the volume ensemble

We first generate a sketch, or a representative subsample, of volumes from the trained

cryoDRGN model that will be used for the downstream structural landscape analysis.

The general objective of sketching a dataset is to generate a subsample such that

some important properties of the original dataset are preserved. For instance, one

can consider naive uniform sampling as a method of sketching, where the property

preserved is the probability density of the data. However, a major drawback of

uniform sampling is that rare classes will often not end up in a sample unless a very

large sketch size is used. For example, in order to capture at least one example of

rare substrate-engaged state in ClpXP (see Figure 6-4), which occurs in 0.3% of the

samples with a probability of 99%, more than 1,500 samples are needed. See [7] for a

discussion of various sketching algorithms for the computational analysis of single-cell

RNA-sequencing datasets.

Here, we use a 𝑘-means clustering algorithm for sketching: Given a desired sketch

size 𝑘, we perform 𝑘-means clustering on the latent embeddings {𝑧𝑖} (Figure 6-1B).

The latent embedding that is closest to each 𝑘-means cluster center is then used to

generate a volume for the volume sketch. Because 𝑘-means attempts to minimize the
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total variance of all clusters, with sufficiently large 𝑘, most points in the dataset should

be relatively close to a point in the sketch. We then validate that each each sketched

latent embedding yields a representative volume for each cluster for a reasonable choice

of 𝑘, e.g. 𝑘 = 500, 1000. Since each cluster of latent embeddings also represents a set

of volumes, we measure the volume-space homogeneity by computing the pairwise L2

distance of volumes for a randomly sampled cluster (Figure 6-6). We use a sketch size

of 𝑘 = 500 for all downstream analysis of the ClpXP dataset.

6.2.4 Masking for feature selection

Once the volume sketch is generated, we mask out the voxels of the sketched volumes

that correspond to the either background or a user-defined region prior to performing

the downstream clustering and dimensionality reduction analysis (Figure 6-1C). A

benefit of working in volume space is that the “features” of the volume vector are

voxels in the volume representation. This allows us to remove voxels that are known

to be irrelevant (by default, the background), which reduces the variation introduced

by noise in the masked out region. The remaining variance is thus more likely to be

meaningful, which is especially important since variance is fundamental to both our

downstream clustering (Ward linkage minimizes cluster variance, see section 6.2.6) and

dimensionality-reduction (PCA finds the directions of maximum variance) analyses.

For each of the 500 sketched volumes, we define the region to exclude as the voxels

whose density is less than half of the maximum density of the volume; the final binary

mask applied to all volumes is the union of the masked out region for each volume.

The user can also define the mask on their own, which is especially useful if there is

prior information on part of the complex that should be focused on. In the ClpXP

example, the ClpX subunit is dynamic, and so that region is manually chosen to

analyze in our pipeline (Figure 6-1C). Masking also has the computational benefit of

reducing the feature space from 2,097,152 voxels in the 1283 volume to the 162,210

voxels that are in the mask.
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Figure 6-2: Conformational landscape of ClpXP inferred from PCA of the
cryoDRGN volume distribution: A. Structures traversing principal component 1
shows the transition from the recognition to the intermediate complex. B. Structures
traversing principal component 2 shows the dissociation of ClpX. C. A conformational
landscape visualization of all particles mapped to the volume PC space. The methods
and motivations for these analyses are described in Section 6.2.5

6.2.5 Visualizing a conformational landscape with PCA

Taking inspiration from previous work [6], we apply principal component analysis

(PCA) on the set of masked volumes and use the resulting eigenvector decomposition

to visualize the entire ensemble of reconstructed density maps (Figure 6-2). The

PCA analysis provides two benefits: 1) the resulting eigenvectors (i.e. “eigenvolumes”)

produce trajectories along the axes of maximum variation which can be used to

summarize the major modes of motion (Figure 6-2A,B); and 2) the top 𝑁 principal

components (PCs) produce a low-dimensional volume-space embedding that can be

used to visualize the entire cryoDRGN ensemble (Figure 6-2C).

For the ClpXP protease, traversing the first PC in volume space corresponds to

the transition between the ClpXP intermediate and recognition complexes (Figure 6-

2A); the second corresponds to dissociation of ClpX (Figure 6-2B); and the third

corresponds to appearance of the GFP substrate. Because the PCs form a linear,

orthogonal basis, the location of each sketched volume in the PC embedding space

can be more easily interpreted (i.e. as the linear combination of the basis vectors).

This is in contrast to the latent variable representation (shown in Figure 6-9), where
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traversals along the PC axes in latent space or UMAP coordinates are not guaranteed

to provide comprehensive summaries of the volume ensemble, due to the nonlinear

nature of the decoder.

On the ClpXP protease, the top three principal components capture 65% of the

variance in the data (Figure 6-5), making even a three-dimensional representation

reasonable. The set of volumes in the sketch may be visualized as a scatterplot in the

volume PC space. For example, Figure 6-3A shows a scatter plot of PC1 and PC2 for

the sketched volumes, and Figure 6-4A shows PC2 and PC3.

As the PC decomposition is estimated on the 500 volumes in the sketch, we

next apply this decomposition to the entire dataset of 344,069 volumes in order to

visualize the entire conformational landscape of all the imaged particles (shown in

Figure 6-2C). Instead of generating all 344,069 volumes, which is computationally

intractable, we learn a function 𝜑 that maps latent space coordinates for each particle

𝑖 directly to volume embedding space. Specifically, 𝜑 takes on the form of a simple

multilayer perceptron (MLP) network. Having computed the transformation to

principal components on the initial 500 sketched volumes, we then compute the volumes

of an additional sample of 25,000 latent representations 𝑧𝑖, 1 ≤ 𝑖 ≤ 25, 000 and map

those into PCA space 𝑣𝑖; these pairs (𝑧𝑖, 𝑣𝑖) are used to train the MLP 𝜑 (additional

methods in Section 6.4). Once trained, the volume embedding representation of any

point in the original dataset 𝑧 can be computed as 𝜑(𝑧).

Finally, linear methods do have limitations for visualization, especially in cases

where most of the variance is not contained in the top few PCs, or where the linear

approximation to the underlying nonlinear motions is inaccurate. In those cases,

nonlinear methods for visualization can be considered. We show two popular methods

for visualization on the ClpXP volume sketch in Figure 6-7: multidimensional scaling

(MDS) and UMAP.
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6.2.6 Agglomerative clustering for identifying conformational

states

We also cluster the volume sketch to summarize the major conformational states of

the reconstructed ensemble. We use an agglomerative clustering algorithm and allow

the user to vary the number of clusters 𝑀 , the linkage criterion, and the distance

metric. We note that different choices of the clustering hyperparameters emphasize

different priors and definitions of what a “cluster” should be. We use agglomerative

clustering with the goal that this bottom-up clustering algorithm may be effective at

identifying outlier states, including rare states (or junk particles), which would “look

different” (under the e.g. L2 distance metric) than the rest of the ensemble, and thus

be agglomerated last. Unlike top-down clustering algorithms such as k-means, which

first define the differences between clusters, agglomerative clustering does not impose

any geometric priors on the shape or size of the clusters. On the ClpXP dataset,

agglomerative clustering with 𝑀 = 10 target clusters, a Euclidean distance metric,

and an “average” linkage criterion, which minimizes the average distance between the

two sets when merging clusters, yields five well-populated and five sparse clusters

(Figure 6-3). An example of clustering results with 𝑀 = 20 target clusters is shown in

Figure 6-7 and Ward linkage (which minimizes the variance within each cluster) is

shown in Figure 6-10.

We compute the centroid of each cluster (i.e. an average of the volumes in the

cluster) as a representative structure; these summary states can be quickly and

efficiently inspected to evaluate the diversity of the dataset (Figure 6-8). In the case of

ClpXP, we find that cluster 0 represents the complex with the ClpX hexamer absent.

Since we are interested in ClpX variability, the volumes from cluster 0 can be excluded

to avoid the consideration of this state when re-running landscape analysis (not shown)

or the underlying particles may be removed from any further cryoDRGN training.

After inspecting the sparse clusters, we found that cluster 8 reflects the substrate-

engaged state of ClpXP (see Figure 6-4). This state was both missed in the original

3D classification of this dataset [3] and by expert-guided inspection of the cryoDRGN
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Figure 6-3: Conformational states of ClpXP inferred from clustering the
CryoDRGN volume distribution: Agglomerative clustering (𝑀 = 10 clusters)
produces five well-populated and five sparse clusters. A. The sketched datapoints are
colored by their assigned cluster and plotted in volume PC space (from Figure 6-2). B.
and C. The number of volumes and the number of particles for each cluster. Note that
some clusters have very few counts, indicating they are outlier groups that might be
artifacts or interesting rare conformations. D. Representative structures (the centroid
of the cluster) for the five most populated clusters. Additional structures are shown
in Figure 6-8. E. The top-down view of the cluster 1 and cluster 2 volumes from D
superimposed, highlighting the conformational change between the ClpXP recognition
and intermediate complex.

ensemble, yet is biochemically known to be in the sample. Since this cluster represents

only 0.3% of the dataset, our focus on ensuring the diversity of possible conformations

was covered in our sketching step was crucial for its discovery. We combined the

1,255 particles of the volumes associated with cluster 8 and performed a homogeneous

refinement in RELION to validate the presence of this structure (Figure 6-3C). An

atomic structure of the GFP substrate was able to be docked into the resulting density

map (Figure 6-3D).

6.3 Discussion

The ability of cryoDRGN to model complex structural distributions has raised new

questions on how its underlying deep generative model should be interpreted to yield

testable structural hypotheses. In particular, the ability of cryoDRGN to reconstruct

an arbitrary number of structures, rather than a single or discrete set of structures
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Figure 6-4: Identification of the ClpXP substrate-engaged state: Inspecting
the cluster 8 structure from Figure 6-3 revealed the ClpXP substrate-engaged state.
A. Cluster 8 can be identified on the volume PCA plot when comparing PC2 and
PC3, where this cluster is more separated. B. The representative volume (cluster
centroid) for cluster 8. C. Homogeneous refinement in RELION of the 1,255 particles
within this cluster. D. The density map from (C) with the atomic model docked.
Although the GFP substrate is low-resolution, the density of GFP is well aligned with
the atomic model.
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(tens of structures), presents a novel challenge since examining each structure 𝑉𝑖 of

the dataset individually is both computationally and manually intractable. Here,

we have introduced a “landscape analysis” pipeline that aims to summarize the full

diversity of structures in a trained cryoDRGN model for the practitioner. The method

is implemented as a tool in the cryoDRGN software for automated analysis, and we

have found this approach to be useful for quickly analyzing models, especially in cases

where the latent embeddings are visually uninformative.

This landscape analysis pipeline performs two separate but complementary ap-

proaches for summarizing the learned distribution: 1) as a small number of discrete

conformational states (and their constituent particles for further refinement), includ-

ing rare states of interest or 2) with continuous reaction coordinates inferred from

PCA that provide an interpretable conformational landscape visualization of the full

dataset. The interpretation as discrete or continuous variability, while seemingly at

odds, work well together. For one, the choice of method can be tailored to specific

structural hypotheses surrounding the dataset of interest. But more generally, the two

interpretations may be complementary when both compositional and conformational

heterogeneity are present in the dataset, such as in the ClpXP protease, e.g. dissocia-

tion of ClpX (compositional) and conformational transitions between the intermediate

and recognition complexes (conformational). Even when there is a conformational

continuum, it may be useful to discretize the continuum for summary structures. We

emphasize that these analyses place different structural assumptions on the ensemble

of volumes, and ultimately the choice of interpretation is made by the practitioner.

Unlike PCA-based approaches for reconstruction, such as in Tagare et al. [12] and

3D Variability Analysis [11], PCA is used here to summarize features of a full-rank

set of volumes reconstructed by cryoDRGN. While cryoDRGN and other nonlinear

methods for heterogeneity analysis can produce complex distributions of density maps,

the latent representation is not directly interpretable due to the nonlinear nature of

the mapping from latent space to volumes. Here, by separating reconstruction from

the downstream volumetric analysis, we can take advantage of both cryoDRGN’s

powerful nonlinear representation of 3D density maps and established dimensionality
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reduction techniques to obtain interpretable features, here from PCA.

The analysis of large sets of vectorized volumes (i.e. high-dimensional vector

arrays) is a general problem in large-scale, high-dimensional data analysis, and many

other algorithms are transferable to this space. For example, this landscape analysis

framework can be easily modified to use a different sketching algorithm, clustering

algorithm, or volume embedding algorithm. This approach may also be tailored to

analyze the results from other heterogeneous reconstruction methods that generate

large ensembles of volumes, and may be especially relevant for the growing number

of reconstruction methods based on deep learning [1, 10]. Finally, this approach is a

purely data-driven approach for analyzing the ensemble of volumes (aside from any

user-provided masks), and thus will be less biased, but perhaps less informative than

other methods that guide the analysis of the ensemble based on an atomic model

[4, 2].

6.4 Additional Methods

6.4.1 cryoDRGN training

CryoDRGN version 0.3.2 models were trained on 344,069 single-particle images of

ClpXP from Xue et al. [3] downsampled to an image size of 128 × 128 (2.71875

Angstroms per pixel), with their corresponding poses assigned from a consensus

reconstruction in RELION. All reconstructions used an MLP architecture with 3

hidden layers of dimension 1024 for the encoder and decoder networks. The latent

variable dimension was 8. Training was performed in minibatches of 8 images using

the Adam optimizer and a learning rate of 0.0001. Training was performed on a single

V100 GPU and lasted 9 hours and 22 minutes.

6.4.2 Volume mapping

Given a PCA transformation 𝑊𝐿 which keeps the top 𝐿 components, we train a simple

MLP network to learn the mapping from latent embeddings 𝑧𝑖 to volume embeddings
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𝑣𝑖 = 𝑉𝑖𝑊𝐿 to avoid generating 𝑉𝑖 for all images in the dataset. A training set of

(𝑧𝑖, 𝑣𝑖) pairs is first generated: 25,000 latent embeddings are sampled from the dataset

and used to generate their associated volumes through the decoder. Each volume is

generated on the fly and embedded to avoid storing 25,000 voxel arrays. The MLP is

trained using a 3:1 training set to validation set split, where the loss on the held out

validation set is monitored to prevent overfitting. The MLP is trained for 50 epochs

in minibatches of size 64 with the Adam optimizer and a learning rate of 1e-3. The

generation of the training set lasted 7 hours and 48 min, and training 𝜑 for 50 epochs

lasted 4 minutes on a single Nvidia V100 GPU.

6.5 Supplemental Figures

Figure 6-5: Explained variance of the top 8 principal components of the set of latent
space embeddings and the volume sketch.
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Figure 6-6: Distribution of pairwise L2 distances for the set of volumes in a sketched
cluster for different values of 𝑘 in 𝑘-means sketching.

Figure 6-7: Different volume embedding algorithms applied on the sketch of volumes
(PCA, MDS, UMAP from left to right). Different choices in in the number of clusters
𝑀 (top row 𝑀 = 10, bottom row 𝑀 = 20)
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Figure 6-8: Cluster centroids after agglomerative clustering of the ClpXP volume
sketch with 𝑀 = 10, an average linkage criterion, and a Euclidean distance metric.

Figure 6-9: Clusters from Figure 6-3 visualized in the latent space representation of
the dataset (PCA left, UMAP right)
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Figure 6-10: Agglomerative clustering of the volume sketch with 𝑀 = 10, a Ward
linkage criterion, and a Euclidean distance metric, visualized in the volume space
representation of the dataset.
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Chapter 7

Generative atomic models for

cryo-EM reconstruction

In this chapter, we investigate the possibility of fitting the atomic protein structure

directly during the reconstruction process. We have two motivations for this. First,

atomic fitting is a labor-intensive step in cryo-EM post-processing, and in particular

it is not clear how to perform atomic fitting for models of distributions of protein

conformations learned during reconstruction with new tools such as cryoDRGN [28].

Second, modeling the atomic structure of the 3D volume provides a strong prior

over structures. In fact, in many cases the protein sequence and an approximate

reference structure are known beforehand, strongly constraining the space of feasible 3D

volumes. These structural priors are especially important for models of heterogeneous

distributions of molecules, because they constrain the conformational dynamics to

those that approximate realistic protein motions. Without such priors, it is common

to observe artifacts in the motion of the protein, e.g. mass appearing and disappearing

between two distinct conformations with rarely-sampled transition states.

To this end, we propose a reconstruction process based on a coarse-grained atomic

model for the cryo-EM volume. The model fits parameters including atomic coordinates,

to maximize the likelihood of the dataset under a generative model that maps atomic

structures to cryo-EM images. When initialized appropriately, this approach is able

to learn both homogeneous structures and heterogeneous ensembles from synthetic
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Figure 7-1: Structure determination via cryo-EM. Schematic of cryo-EM reconstruction
(A → B) and atomic model fitting (B → C). In this work, we investigate the possibility of
fitting the atomic protein structure directly during the reconstruction process. Dataset from
Walls et al. [26].

cryo-EM images.

This chapter presents work described in [30] performed jointly with Adam Lerer,

Joey Davis, and Bonnie Berger and presented at the 2020 NeurIPS Workshop on

Machine Learning for Structural Biology.

7.1 Background

A cryo-EM experiment produces a dataset of 104−7 noisy 2D projection images, each

containing a unique molecule captured in a random, unknown orientation. The goal of

cryo-EM reconstruction is to infer the 3D density volume 𝑉 : R3 → R that gave rise

to the imaging dataset 𝑋1, ..., 𝑋𝑁 . As cryo-EM images are integral projections of the

molecule in this imaging modality, 2D images can be related to the 3D volume by the

Fourier slice theorem [4], which states that the Fourier transform of a 2D projection

is a central slice from the 3D Fourier transform of the volume. Traditional methods

approximate the volume as a voxel array 𝑉 (k) in Fourier space [25].

To recover the desired structure, cryo-EM reconstruction methods must jointly

solve for the unknown volume 𝑉 and image poses 𝜑𝑖 = (𝑅𝑖, 𝑡𝑖), where 𝑅𝑖 ∈ 𝑆𝑂(3)

and 𝑡𝑖 ∈ R2 are the 3D orientation of the molecule and in-plane image translation,
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respectively. Expectation maximization and simpler variants of coordinate ascent are

typically employed to find a maximum a posteriori estimate of 𝑉 marginalizing over

the posterior distribution of 𝜑𝑖’s [22].

A unique advantage of cryo-EM is its ability to image heterogeneous molecules.

Heterogeneous reconstruction algorithms aim to reconstruct a distribution of structures

from the dataset. A standard approach involves extending the generative model to

assume that images are generated from a mixture model of 𝐾 volumes 𝑉1, ..., 𝑉𝐾 [23, 14].

More recently, cryoDRGN proposed a neural model to reconstruct heterogeneous

ensembles of particles from cryo-EM data [29]. CryoDRGN represents a continuous

𝑛-dimensional distribution over volumes as a function 𝑉 : R3+𝑛 → R approximated

by a multi-layer perceptron (MLP) with positional encoding of Cartesian coordinate

inputs [29]. To simplify reconstruction, cryoDRGN and other advanced reconstruction

methods [28, 18, 8, 15] find it sufficient to use poses 𝜑 computed using a traditional

reconstruction method, and focus on the volume reconstruction.

7.2 Related Work

A large body of work has investigated continuous deformations of protein structures

produced from normal mode analysis of atomic, coarse-grained, or pseudo-atomic

models [1, 11, 12, 24, 10]. The top N normal modes of a system where pseudo-

atomic bonds are approximated by harmonic springs can summarize a molecule’s

flexing motions, which can then be used to model cryo-EM data during reconstruction

[11, 12, 24, 10]. However, it is unclear how accurate the hypothetical motions that

are generated from the underlying harmonic spring approximation are. In BioEM and

other approaches, likelihood-based analysis of cryo-EM images or reconstructed maps

based on an ensemble of atomic models (e.g. generated from molecular dynamics) has

been used to investigate conformational heterogeneity [6, 3, 7].

Recently, deep learning has been used to incorporate prior beliefs from an existing

dataset of atomic structures into the cryo-EM reconstruction process. Kimanius et al.

train a convolutional denoising model on PDB structures that is integrated into the
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cryo-EM reconstruction process in the form of updates to regularization parameters

during iterative refinement [13]. They show higher resolution reconstructions of

synthetic datasets but observe artifacts from the learned general model in some

cases. DeepEMhancer trains a network to perform volume post-processing (e.g.

high frequency sharpening and solvent/background masking) from pairs of raw and

postprocessed experimental density maps, where the postprocessed maps have been

refined by the fitted atomic structure [21].

In concurrent work, Rosenbaum et al. propose a VAE with a similar RBF-based

generative model over atomic coordinates [20]. While we model proteins at the residue

level, Rosenbaum et al. model them at the atomic level [20] and also jointly infer

image pose. They evaluate this model on synthetic data from a molecular dynamics

simulation.

7.3 Method

7.3.1 Cryofold volume model

The central contribution of this work is a cryo-EM density model that is parameterized

in terms of coordinates for a coarse-grained atomic model given a known atomic

reference structure (Figure 7-2A). In this coarse-grained model, each amino acid

is represented by two Gaussian radial basis functions (RBFs), one representing the

backbone and the second representing the sidechain. Each RBF is parameterized

by (𝜇𝑖, 𝜎𝑖, 𝑎𝑖), where 𝜇𝑖 is the position of the 𝑖th RBF; 𝑎𝑖 is the amplitude of the

𝑖th RBF; and 𝜎𝑖 is the width of the 𝑖th RBF. We tie 𝑎𝑖 = 𝑎0𝑍𝑖 where 𝑎0 is a global

learned amplitude constant, and 𝑍𝑖 is the total number of electrons in the fragment

represented by RBF 𝑖. Furthermore, we tie all 𝜎𝑖 to the same value 𝜎. Thus, the full

RBF model has 3𝐾 + 2 parameters, where 𝐾 is the total number of amino acids in

the protein complex. The cryo-EM density can be computed as a function of these

parameters as:
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𝑉 (r) =
∑︁
𝑖

(2𝜋𝜎𝑖)
−3/2𝑎𝑖 exp

(︂
−||r− 𝜇i||2

2𝜎2
𝑖

)︂
(7.1)

As described in Section 2, reconstruction is performed in the Fourier domain. This

makes the choice of Gaussian RBFs convenient, as 𝑉 can be computed efficiently in

Fourier space1:

𝑉 (k) =
∑︁
𝑖

𝑎𝑖𝑒
−2𝜋𝑖𝜇i·k exp

(︂
−𝜋2k2𝜎2

𝑖

2

)︂
(7.2)

To impose physical constraints on the RBF model, we add a set of fixed harmonic

bond terms ℬ between consecutive backbone RBF centers. Each bond term (𝑖, 𝑗, 𝑘, 𝑙) ∈

ℬ is specified by a pair of RBF indices 𝑖, 𝑗 and a bond strength 𝑘, which we set to 0.1.

The bond length 𝑙 is set to 3.8 Å, the distance between protein 𝐶𝛼 backbone carbons.

We constrain the side-chain RBFs to be located close to their backbone RBF using

one-sided harmonic restraints 𝒞. These are similar to the bond terms, but only induce

a loss when the distance between RBF centers exceeds the max length 𝑙. We set 𝑙 to

the maximum distance between a backbone C-alpha carbon and its side chain center

of mass observed in the reference structure.

For homogeneous reconstruction, we fit {𝜇𝑖}, 𝜎, 𝑎0 directly using stochastic gradient

descent (SGD). The overall loss function, given a set of 𝑁 images X with poses 𝜑,

bond terms ℬ and side-chain constraints 𝒞 is:

ℒ(𝜇, 𝜎, 𝑎0|X) =
1

𝑁

∑︁
(𝑥,𝜑)∈𝑋

||𝑋̂(𝜑|𝜇, 𝜎, 𝑎0)−𝑋||2 +
∑︁

(𝑖,𝑗,𝑘,𝑙)∈ℬ

𝑘(||𝜇𝑖 − 𝜇𝑗|| − 𝑙)2

+
∑︁

(𝑖,𝑗,𝑘,𝑙)∈𝒞

𝑘 max (||𝜇𝑖 − 𝜇𝑗|| − 𝑙, 0)2

(7.3)

1Projections of Gaussian kernels can also be computed analytically in real space, obviating the
need for the Fourier slice theorem altogether. This real space formulation allows for algorithms that
scale better with the number of RBFs since the RBFs are localized in real space, allowing for spatial
decomposition via gridding, KD-trees, etc.
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Figure 7-2: Cryofold model and architecture. A) The physics-inspired cryo-EM density
model consists of set of Gaussian RBFs, two for each amino acid in the reference structure.
One RBF represents the backbone (blue) and one represents the sidechain (red). Backbone
RBFs are connected with harmonic bond terms ℬ, and sidechain RBFs are connected to their
backbone with max-distance harmonic constraints 𝒞. B) Architecture for heterogeneous
reconstruction. We use a VAE to learn 𝑧-dependent offsets of RBF centers 𝜇𝑖, given an
unlabelled imaging dataset of image, pose pairs (𝑋̂𝑖, 𝜑𝑖).

7.3.2 Heterogeneous reconstruction

For heterogeneous reconstruction, we learn a continuous latent variable model of

conformational heterogeneity expressed through motion of RBF centers (Figure 7-

2B). Unlike standard heterogeneous cryo-EM reconstruction algorithms that use an

unconstrained volume representation (e.g. voxel arrays or positionally encoded MLPs),

the RBF model constrains the effect of the latent degrees of freedom to motion of the

underlying atomic structure.

An image encoder 𝐸 with parameters 𝜃𝐸 predicts a latent 𝑧 ∼ 𝐸(𝑋̂|𝜃𝐸); A decoder

network 𝐷 with parameters 𝜃𝐷 predicts a 𝑧-dependent translation of the RBF centers

𝜇ℎ𝑒𝑡(𝑧) = 𝜇+𝐷(𝑧|𝜃𝐷). We optimize 𝜇, 𝜎, 𝑎0, 𝜃𝐷, 𝜃𝐸 together end-to-end with SGD.

7.3.3 Local minima

A major shortcoming of this atomic reconstruction approach is the existence of many

local minima of the loss function that do not approximate the true atomic coordinates.

This is in contrast to voxel-based models, where SGD converges to the global minimum

of the convex loss given the poses, and in contrast to large-scale generic neural models

(e.g. [29, 28]) which typically do not suffer from problematic local minima in practice

[5]. We address the local minima problem primarily by initializing RBF centers 𝜇𝑖

226



from a reference structure that is a close approximation of the imaged structure

(homogeneous) or some point in the distribution of structures (heterogeneous). Such

reference structures are often available when studying a variant of a known structure,

or heterogeneous protein dynamics.

7.4 Results

Here, we present results for reconstructing coarse-grained atomic structures from

synthetic cryo-EM image data with Cryofold. We first explore the effect of reference

structure initialization in homogeneous reconstruction, when initialized from either an

approximate reference structure (fitting), the exact structure (cheating), or from ran-

domly initialized locations (folding). We then turn to heterogeneous cryo-EM datasets,

where we evaluate the ability of Cryofold to reconstruct continuous distributions of

structures and their atomic coordinates. Finally, we assess choices in the design of the

RBF model by ablating key components in the homogeneous setting.

Datasets. We generate homogeneous and heterogeneous cryo-EM datasets using

a 141-residue atomic model (PDB 5NI1) as the ground truth structure. To generate

homogeneous data, we simulate 50,000 noisy projection images based on the cryo-EM

image formation model. To model heterogeneity, we introduce a bond rotation in the

backbone of 5ni1 to create a continuous 1D motion, and generate cryo-EM images

sampling along the ground truth reaction coordinate. Further details on dataset

generation are given in the Appendix.

Architecture and training. For all experiments, we train for 10 epochs using

the Adam optimizer in minibatches of 8 images and a learning rate of 1e-4. We

initialize 𝜎 and 𝑎0 to 3.71 Å and 0.1, and perform one epoch of “warm-up” to refine

these global parameters after which we reset the atomic coordinates to their initial

values. For homogeneous reconstruction, we directly optimize all RBF parameters.

For heterogeneous reconstruction, we use a VAE to predict the 𝑧-dependent offsets of

the RBF centers from their reference values. Both the encoder and decoder are 3-layer

MLPs of width 256 and residual connections, and a 1-dimensional latent variable. We
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Initialization Initial RMSE (Å) 𝐶𝛼 RMSE (Å) % within 3Å Volume NMSE

Exact 5NI1 0.00 0.843 99.29% 0.28
Approximate 5NI1 5.15 3.81 77.30% 0.32
5NI1 + Uniform[6 Å] 6.50 3.19 53.19% 0.35
Random 34.87 17.16 2.12% 0.43

Table 7.1: Comparison of different choices of initial atomic coordinates when training the
model.

use ground-truth poses 𝜑 for training. In real applications, the poses would be inferred

from traditional cryo-EM tools [19, 32, 9]. The model is implemented in PyTorch [16].

7.4.1 Homogeneous reconstruction

To explore the effect of reference structure initialization, we compare the reconstruction

accuracy of Cryofold when initialized from the ground truth coordinates (“Exact

5NI1”) and from three alternate starting configurations: 1) an approximate reference

structure generated by evolving the system under a molecular dynamics simulation

(“Approximate 5NI1”), 2) the ground truth structure with 6 Åuniform noise added to

the ground truth coordinates of each 𝐶𝛼 (“5NI1 + Uniform[6 Å]”), and 3) a random

initialization of each 𝐶𝛼 RBF in the 64 Å3 region in the center of the box (“Random”).

Side-chain RBFs are initialized to their corresponding 𝐶𝛼 RBF centers.

We report the root-mean-square-error (RMSE) of model backbone coordinates to

the 𝐶𝛼 of the true structure, the percent of 𝐶𝛼 backbone atoms predicted within 3 Å of

the true structure, and the normalized mean-square-error (NMSE) of the reconstructed

volume to the true structure (Table 7.1). We find that our atomic model is quite

sensitive to initialization. While the model performs adequately when initialized at

nearby reference structures, it makes some mistakes due to local minima, and performs

much better when initialized with the ground truth coordinates. When initialized from

random coordinates, SGD is unable to recover the ground truth atomic coordinates

whatsoever. Instances of atomic local minima include “mismatched buttoning” of the

amino acid backbone where multiple backbone RBFs are trapped in the same location,

as well as incorrect tracing of the protein backbone through the volume (Figure 7-3).
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Figure 7-3: Reconstructed atomic structures with RBF centers initialized either 1)
at the exact ground truth values of 5NI1, 2) at an approximate structure generated
from evolution by molecular dynamics, 3) at 5NI1 coordinates randomly perturbed by
Uniform[6 Å] noise, or 4) from random initial values. Structures are colored by 𝐶𝛼

RMSE to the ground truth structure (top left).
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7.4.2 Heterogeneous reconstruction

The main motivation behind proposing this model is to provide inductive bias from

known atomic structures when reconstructing heterogeneous protein conformations.

As opposed to the previous section where we reconstruct a single static structure, here

we attempt to reconstruct a continuous manifold of structures from a heterogeneous

cryo-EM dataset.

We consider a synthetic dataset of noisy projection images, where the underlying

protein structure possesses a 1D continuous motion of the 5NI1 protein. A bond in

the center of the protein is rotated, leading to a large-scale global conformational

change (Figure 7-7). In our experiments, we initialize the RBF model to the structure

at one end of the reaction coordinate, and train a heterogeneous RBF model with a

1-dimensional latent variable on the imaging dataset with ground truth poses.

The RBF model is able to correctly reconstruct the full distribution of 3D structures

containing this large conformational change. The latent encodings of the images are

well correlated with the true reaction coordinate (Figure 7-4, left), and the RBF

atomic coordinates from traversing the latent space nearly exactly reconstruct the

underlying protein motion (Figure 7-4, right).

As a baseline, we perform heterogeneous reconstruction with cryoDRGN [28],

which learns an unconstrained neural representation of cryo-EM volumes. Similarly,

we provide the ground truth poses and train a 1-D latent variable model with identical

encoder architecture and training settings. While the latent space is well correlated

with the ground truth motion similar to the RBF model, the reconstructed volumes

from cryoDRGN contain noise and blurring artifacts in the mobile region whereas

Cryofold volumes are regularized using structural priors from the underlying atomic

model (Figure 7-4, bottom).

We also measure reconstruction accuracy across the reaction coordinate for four

distributions of images across the reaction coordinate: a uniform distribution, two

non-uniform distributions corresponding to an energy barrier of different heights

between the end states; and two discrete clusters with no images in the middle (Figure
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7-5). For each value of the reaction coordinate, we approximate the atomic coordinates

using the median latent from the images at that coordinate, and measure its 𝐶𝛼

RMSE with the ground truth. We see that when there is even a small probability

mass across the reaction coordinate (Figure 7-5, top row), the atomic model learns

the full distribution of conformations with high accuracy. However, if transition states

are nearly or completely unobserved in the image distribution (Figure 7-5, bottom

row), reconstruction accuracy is poor.

Figure 7-4: Heterogeneous reconstruction results of an unlabeled dataset containing a uniform
distribution of images across the ground truth reaction coordinate. Predicted 1D latent
encoding 𝑧 plotted against the ground truth reaction coordinate (left), and reconstructed
structures at the specified values of 𝑧. Cryofold directly reconstructs atomic coordinates
(top). The unconstrained neural volume representation (cryoDRGN) contains noise and
blurring of moving atoms in the reconstructed volumes (bottom) and does not produce
atomic coordinates.

7.4.3 Model ablations

Using the homogeneous dataset and an initialization from the approximate 5NI1

structure, we explore various choices in design of the RBF model by ablating the

side chain RBF, bond constraints, and the cryo-EM supervision (Table 7.2). We

find that removing the sidechain RBFs and modeling each amino acid as a single

RBF slightly degrades quality, whereas removing the internal bond terms leads to

a dramatic degradation. Atomic accuracy is substantially worse but not completely
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Figure 7-5: 𝐶𝛼 RMSE (blue) for heterogeneous reconstruction of a large synthetic con-
formational change of 5ni1, with different distributions of images (red) across the reaction
coordinate. The reference structure used for initialization is the ground truth atomic structure
at reaction coordinate 0.

degraded even when ignoring the cryo-EM images due to the initialization; however,

as expected there is low overlap with the true volume in this case. We expect the

volume NMSE to be higher than unconstrained approaches (e.g. cryoDRGN), as the

coarse-grained RBF model does not exactly match the underlying all-atom generative

model even with correct coordinates (Figure 7-8).

Model 𝐶𝛼 RMSE (Å) % within 3Å Volume NMSE

Full Model 3.81 77.30% 0.32
No Sidechain RBFs 4.10 70.21% 0.49
No Bonds 10.42 37.59% 0.36
No Cryo-EM Loss 5.15 74.47% 1.82

CryoDRGN N/A N/A 0.08

Table 7.2: Ablations of model components. We remove the sidechain RBFs, the bond
terms between RBFs, and the cryo-EM reconstruction loss; each degrades the quality of
reconstruction.
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7.5 Discussion

This work presents Cryofold, a simple framework for incorporating prior informa-

tion provided from an atomic model into cryo-EM reconstruction. By constraining

the generative model to act on a (coarse-grained) atomic model, we constrain the

model output to a submanifold of coordinate positions, which both provides strong

regularization to reduce artifacts seen in unconstrained methods and directly yields

interpretable atomic coordinates. Our experiments suggest that such models are a

promising direction for incorporating structural priors into cryo-EM reconstruction,

especially for heterogeneous structures. However the experimental validation is pre-

liminary: we worked entirely with synthetic cryo-EM datasets of a small protein using

exact poses. Follow-up work is required to understand how these techniques behave

with real cryo-EM images and volumes, using realistic protein complexes of interest,

and using approximate poses generated by existing tools. For larger protein complexes,

follow-up work will investigate whether a coarser model granularity may be more

appropriate, especially when modeling large-scale heterogeneous dynamics.

Results on homogeneous datasets suggest that local minima in optimization space

are a major problem for this class of methods if coordinates are not initialized near the

ground truth structure. These local minima problems could potentially be ameliorated

with a combination of improved modeling of structural priors such as additional

bonded terms and steric interactions, and optimization methods such as Hamiltonian

dynamics or Markov Chain Monte Carlo that can escape local minima. There is a

rich literature on these topics in the domain of molecular dynamics simulation which

could carry over to cryo-EM reconstruction [2, 27].

However, results on heterogeneous datasets suggest that we can correctly learn

distributions with large continuous conformational changes when initialized from

some structure in the distribution. Even structural changes that are too large to be

modeled correctly when only the endpoint structures are observed (as in homogeneous

reconstructions) were successfully reconstructed from heterogeneous datasets. Ad-

ditional work is required to more fully characterize exactly when neural models of
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heterogeneous structures converge to the correct distribution.

It should be noted, however, that prior information biases the model output. In

particular, this approach will not be able to model other sources of image heterogeneity

that can not be expressed as motion of the RBFs (e.g. compositional variation) whose

presence are not known a priori. Importantly, the separation of atomic modelling from

volume reconstruction in existing cryo-EM pipelines provides a crucial mechanism

for validation of the volume reconstruction accuracy. This and related approaches

that incorporate atomic priors should be carefully employed only in settings where

prior beliefs are strongly held, and we believe validation of these methods is an open

problem. Nevertheless, future extensions of this method that can flexibly integrate

biophysical simulation, learning on existing structures, and experimental single particle

cryo-EM data is a promising direction for improved protein structure determination.
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7.6 Supplemental details

7.6.1 Dataset generation

Synthetic cryo-EM datasets were generated from an atomic model of PDB 5NI1

according to the image formation model as follows: starting from the deposited atomic

model of 5NI1, the 141-residue A-chain subunit of the complex was extracted. A

cryo-EM volume was generated with the ‘molmap‘ command in Chimera [17] at 3 Å

resolution and grid spacing of 1 Å. The volume was zero-padded to a cubic dimension

of 1283. 50,000 projection images were generated at random orientations of the volume

uniformly from SO(3). Images were then translated in-plane by 𝑡 uniformly sampled

from [−10, 10]2 pixels. We omit the application of the CTF for simplicity in this

synthetic dataset. Gaussian noise was added leading to a signal to noise ratio (SNR)

of 0.1, where we define the whole image as the signal (Figure 7-6). As real cryo-EM

datasets have variable resolution and thus resolvability of the atomic structure, we

investigate the effect of volume resolution and the included atoms in generating the

dataset’s ground truth volume/images (Table 7.3). We find that our atomic modeling

is quite robust to the resolution and which atoms we model in the synthetic data,

which suggests that it may transfer well to real cryo-EM images.

To generate the “Approximate 5NI1” reference structure, we evolve a coarse-grained

𝐶𝛼-only model of the 5NI1 A chain under a short Hamiltonian Monte Carlo simulation

near the system’s melting temperature. We use the implementation from [31], and run

10k Monte Carlo moves where each move consists of 2.25 ps of molecular dynamics at

320 K. The final frame of the trajectory is used as the approximate reference structure.

To create synthetic heterogeneous datasets, a dihedral angle in the backbone

of the atomic model was rotated through 0.25 radians with a structure generated

every 0.05 radians along the motion (Figure 7-7). The resulting 50 structures are

used as the ground truth structures for approximating the continuous motion. For

simplicity of heterogeneous dataset generation, we use the 5NI1 atomic models with

𝐶𝛼 backbone atoms only. We generate multiple datasets of 50k total images following

the homogeneous dataset image formation process, each with a different distribution
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of images along the reaction coordinate as shown in Figure 7-5.

Figure 7-6: Example projection images.

Modeled Atoms Resolution 𝐶𝛼 RMSE (Å) % within 3Å

C𝛼 3Å 3.21 80.8%
C𝛼 & C𝛽 3Å 3.29 77.3%
All Atoms 3Å 3.75 78.0%

C𝛼 5Å 3.20 80.9%
C𝛼 & C𝛽 5Å 3.87 73.1%
All Atoms 5Å 3.80 74.5%

C𝛼 8Å 3.80 74.5%
C𝛼 & C𝛽 8Å 3.87 73.8%
All Atoms 8Å 4.20 78.7%

Table 7.3: Homogeneous reconstruction model accuracy for different settings of generating
the dataset of cryo-EM images (resolution and which atoms are included). The model
performs similarly across these choices. For other homogeneous experiments, we use all
atoms at 3Å. For heterogeneous experiments, we use 𝐶𝛼 at 3Å.

7.6.2 cryoDRGN baseline

For homogeneous reconstruction, we train a cryoDRGN positionally-encoded 3-layer

MLP of width 256 for 20 epochs. For heterogeneous reconstruction, both the encoder

and decoder networks are 3-layer MLPs of width 256, and are trained for 20 epochs.
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Figure 7-7: Ground truth structures of the heterogeneous datasets simulating a 1D continuous
motion transitioning from left (5NI1) to right. All generated structures are shown in the
center.

Figure 7-8: Ground truth and reconstructed volumes with a neural network repre-
sentation of density (cyroDRGN) and with our RBF model initialized from exact
coordinates. The RBF volume reconstruction is somewhat worse than that of cryo-
DRGN because even with exact coordinates, it cannot match the all-atom generative
model.
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Chapter 8

Conclusions

One of the central tenets of structural biology is that the visualization of the 3D atomic

structure of biomolecular complexes will yield direct insight into the mechanisms by

which these molecular machines function. In pursuit of this goal, single particle

cryo-EM has emerged as a mature structural biology technique uniquely poised to

resolve not only static structures at atomic resolution, but also the conformational

ensembles of massive protein complexes that carry out essential biological processes.

This thesis presents new algorithms that address the computational bottlenecks at

the frontier of structure determination of these dynamic macromolecular machines. The

main contribution of this thesis is a deep learning system, cryoDRGN, for heterogeneous

cryo-EM reconstruction that both innovates on neural modeling techniques and

addresses a major open challenge in the field of reconstructing continuous forms of

heterogeneity from cryo-EM image data.

We first described the neural network design principles in the cryoDRGN method

(Chapter 3). In developing cryoDRGN, we framed heterogeneous cryo-EM recon-

struction as unsupervised learning of a deep generative model of 3D density maps

from 2D cryo-EM imaging data. The resulting model of cryo-EM structure is (in

principle) able to represent any distribution of structures that can be approximated

by a deep neural network, a broad class of function approximators for continuous,

nonlinear functions [3]. Underpinning this model is a neural representation of 3D

structure 𝑉𝜃 : R3 → R parameterized as an MLP with sinusoidal featurization of
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input coordinates. This representation has since shown broad applicability in other

domains of computer vision, and future work could explore adapting extensions of

this technique in computer vision to cryo-EM.

A guiding motivation in this body of work has been to develop, validate, and apply

cryoDRGN to solve new structures and visualize continuous dynamics from real cryo-

EM data (Chapter 4). Extended to real experimental datasets, cryoDRGN has enabled

3D reconstruction of both compositionally and conformationally heterogeneous targets,

helping to realize the potential of cryo-EM for uncovering complex conformational

landscapes of biomolecular complexes. As cryoDRGN has a relatively expressive model

for heterogeneity compared to existing and contemporary approaches, it has been used

to discover new structures in previously published datasets [8], reconstruct dynamic

motions in experimental collaborations [1], and used as a tool by external research

groups through our open-source software release (cryodrgn.csail.mit.edu).

It is worthwhile to consider the limitations of this method, which lead naturally

to directions for further improvement. Chapters 5 through 7 describe three such

directions for extending the cryoDRGN approach: ab initio reconstruction, the down-

stream interpretation of generative models, and exploiting prior information from the

underlying atomic structure.

In the application of cryoDRGN to real data, high quality reconstructions were

achieved by using poses assigned from an upstream homogeneous reconstruction.

Chapter 5 describes cryoDRGN2, which revisits the problem of ab initio reconstruction,

i.e. reconstruction without any prior information on image poses or the volume

representation. Techniques are proposed that dramatically speed up and increase

the accuracy of pose estimation when optimizing neural models of volumes, enabling

state-of-the-art cryo-EM reconstruction of protein structures from real datasets. While

there are currently many exciting new ideas and exploratory paradigms for pose

inference in cryo-EM reconstruction (e.g. gradient-based learning [6, 5] or distribution

matching with adversarial learning [2]), at the time of this writing, all existing tools for

heterogeneous reconstruction use previously estimated, fixed poses1. Thus, cryoDRGN2

1aside from 3D classification
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provides new capabilities for heterogeneous reconstruction, potentially broadening

the scope of single particle cryo-EM to new classes of heterogeneous protein and

biomolecular complexes. Future work will explore how well the method transfers from

the benchmark systems shown in Chapter 5 to these more challenging heterogeneous

datasets.

In applying cryoDRGN across a variety of systems of diverse sizes and sources of

heterogeneity, we discovered that the interpretation of deep generative models is itself

a challenge. To facilitate interpretation, in Chapter 6, we describe a set of analysis

tools that aim to comprehensively characterize the manifold of structures from a

trained cryoDRGN model. We take a data-driven approach and characterize both

discrete conformational states and a continuous conformational landscape, where the

interpretation should be driven by the hypotheses of the practitioner. This flexibility in

structural interpretation emphasizes the new exploratory nature of structural biology

that is made possible by cryo-EM.

Finally, the 3D reconstruction stage of cryo-EM structure determination typically

ends with a single or an ensemble of 3D density volume(s), after which an atomic

model is fit into the volume for structural interpretation. Chapter 7 explores the

possibility of including the underlying atomic model of the imaged protein directly in

the reconstruction process. Two benefits of an atomic model parameterization include

regularizing the reconstruction, especially for continuous dynamics, and automatically

fitting an ensemble of atomic models, which facilitates interpretation. However, it

is clear that this model can easily frustrate the optimization landscape, which is a

challenge that future work exploring this paradigm must address.

8.1 Future Directions

8.1.1 Structured deep generative models

While cryoDRGN has introduced the power of deep learning-based function approx-

imation to heterogeneous reconstruction, a nascent field remains to be shaped in
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machine learning for single particle cryo-EM image analysis. Future work could entail

developing methods with more structured generative processes specifically tailored to

known sources of heterogeneity (as opposed to cryoDRGN’s generic latent variable

model). For example, a model that explicitly accounts for out of distribution “junk”

(common in real datasets due to experimental contamination) or tailored around

known sources of compositional vs. conformational heterogeneity would both require

new approaches for representation learning and be extremely impactful in real ap-

plication settings. As the field grows, methods developers would also benefit from

community-wide resources, for example, establishing benchmarks for heterogeneous

reconstruction. These benchmarks will need to be reflective of the diverse tasks and

goals in heterogeneous reconstruction.

8.1.2 Atomic resolution structure determination

Traditionally, resolving an atomic resolution cryo-EM structure requires obtaining

extraordinarily large datasets at significant cost. I believe next generation reconstruc-

tion methods will break the firewall between the volumetric density model produced

by reconstruction algorithms and the underlying atomic model of the protein struc-

ture. Methods that incorporate prior information based on an atomic model are

currently in their infancy, but hold promise especially for resolving protein dynamics

at high resolution. Whether these methods include priors based on our biophysical

knowledge of proteins (e.g. physics-based energy functions) or an existing corpus of

protein structures (e.g. AlphaFold-like systems) remains to be explored. Furthermore,

these methods will help transition the current paradigm in structural biology from

confirmatory to exploratory, hypothesis-generating experiments, and thus necessitate

alternative biophysical and biochemical approaches for validation.

8.1.3 Commoditizing cryo-EM

Cryo-EM has undergone transformative improvements in quality and speed, leading to

dramatic growth in its adoption. However, processing cryo-EM datasets still requires
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considerable manual skill and time to determine a single structure or a small set of

structures. General machine learning systems may play a crucial role in next generation

cryo-EM data processing software suites and enable the automatic determination of

all high-resolution conformations from a given dataset. This will be highly nontrivial

and require methods that can integrate information across datasets, while remaining

invariant to extrinsic sources of variability. Ultimately, the commoditization of cryo-

EM experiments will be transformative for protein structure prediction methods,

whose accuracy is limited for data-sparse problems such as predicting large protein

complexes and protein conformations and dynamics that can be resolved by cryo-EM.

8.1.4 Cryo-ET and in situ visual proteomics

Cryo-electron tomography (cryo-ET) is an upcoming area with tremendous promise

in visualizing in-situ structural complexes: instead of single particles suspended in

vitreous ice, cryo-ET produces noisy images of thin slices from whole cells. Alone, this

data is incomplete to resolve high resolution 3D structures. We will need systems that

can reason over our existing understanding of structural biology components (i.e. high

accuracy prediction systems), and integrate this information with cryo-ET imaging

data at scale to be able to reconstruct the 3D landscape of whole cells. In the future,

it may possible to automatically detect the presence and atomic resolution structure

of all protein components from cryo-ET imaging data, simultaneously providing

their conformations, interactions, and their subcellular localization, to achieve an

unprecedented resolution into molecular biology. These methods have the potential to

connect our bottom-up mechanistic view of biomolecular structures to a systems-level

understanding of cellular function and physiology.

8.1.5 Future outlook

At the time of this writing, the field of structural biology, the study of proteins and other

biomolecules through their 3D structure, is undergoing an enormous transformation.

The advent of high accuracy deep learning systems for protein structure prediction (i.e.
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AlphaFold) has unlocked the ability of the scientific community to broadly reason about

3D protein structure [4, 7]. Simultaneously, a revolution in the capabilities of cryo-EM

has significantly accelerated the discovery of new structures of large biomolecular

complexes that are beyond the scope of current structure prediction methods. I am

optimistic that there will be major advances in both structural biology and in machine

learning via methods development at this intersection: computational methods for

structure prediction and structure determination have fundamental limitations in

isolation that may be addressed by one another, which if successful, will enable

radically new capabilities in the visualization of cellular and molecular biology.
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